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Figure 1: Example scenario of using Trinity. A) The user, lacking comprehensive knowledge and sufficient experiences, struggles
to find a effective way to deliver his presentation. B) Seeking assistance, the user opens the Trinity PowerPoint add-in on
their laptop. The user customizes the supportive features based on the specific needs, refines the presentation script, makes
necessary revisions, and finally uploads the improved script to receive delivery support. C) The user confidently and smoothly
delivers the presentation. Trinity App provides features like remote mobile visual control, multilevel speech pace modulation,
and integrated delivery prompts, ensuring synchronized multichannel delivery and enhancing the overall effectiveness of the

presentation.

ABSTRACT

Academic Oral Presentation (AOP) allows English-As-Foreign-Language

(EFL) students to express ideas, engage in academic discourse, and
present research findings. However, while previous efforts focus
on training efficiency or speech assistance, EFL students often face
the challenge of seamlessly integrating verbal, nonverbal, and vi-
sual elements into their presentations to avoid coming across as
monotonous and unappealing. Based on a need-finding survey, a
design study, and an expert interview, we introduce Trinity, a hy-
brid mobile-centric delivery support system that provides guidance
for multichannel delivery on-the-fly. On the desktop side, Trinity
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facilitates script refinement and offers customizable delivery sup-
port based on large language models (LLMs). Based on the desktop
configuration, Trinity App enables a remote mobile visual con-
trol, multi-level speech pace modulation, and integrated delivery
prompts for synchronized delivery. A controlled between-subject
user study suggests that Trinity effectively supports AOP deliv-
ery and is perceived as significantly more helpful than baselines,
without excessive cognitive load.
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1 INTRODUCTION

Academic Oral Presentation (AOP) is frequently applied in uni-
versities to showcase students’ understanding and mastery of a
subject before an audience [43]. Particularly prevalent in subjects
within institutions of higher education, AOP holds significant im-
portance as it allows students to effectively communicate their ideas
to the audience [87], assess and socialize them in genre-specific
academic discourse [26, 58], and present research findings to peers
or academic communities [100]. The omnipresence of AOPs in
various courses and disciplines provides students with platforms
to showcase their knowledge [51], foster self-assurance [47], and
cultivate indispensable skills for academic and future professional
pursuits [2, 58, 99].

As outlined in Table 1, previous literature has categorized the
presentation delivery into three communication channels: ver-
bal (e.g., vocal pitch), nonverbal (e.g., gesture), and visual (e.g.,
slides) [36, 66]. As indicated by Hunyadi et al. [39], effective com-
munication requires congruence among all paraverbal dimensions.
Similarly, Hentz [35] argues that presenters should examine how
different modes of communication interact to create meaning. How-
ever, many presenters, especially EFL students, lack comprehensive
knowledge and awareness of utilizing diverse communication chan-
nels in AOPs. Aside from watching presentation examples, current
supportive tools only provide presentation assistance in certain
channels (e.g., [89, 101]). They lack the tools to understand and
effectively utilize diverse communication channels for delivering
AOPs. As a result, EFL students still encounter various obstacles
when dealing with diverse communication channels in AOPs to
effectively communicate with the audience. First, Absence of Cer-
tain Channels in Multichannel Delivery. Effective presentations
derive their potency from adequately utilizing various communi-
cation channels for delivery [18, 24]. However, due to inadequate
preparation and unbalanced training, the act of EFL students deliv-
ering AOPs often regresses into a monotonous recitation or reading
of content directly from slides or scripts, lacking engagement or dy-
namism [40, 81]. Second, Inconsistencies and Discrepancies in
Channel Integration. Despite endeavors to exploit multiple com-
munication channels, disparities in the execution of these channels
by EFL students emerge [22], resulting in damages to the audience’s
perceptions of their attitudes [4] and even undermining the credibil-
ity of their presentation content [32]. For instance, an EFL student
may highlight a point on a slide without adjusting their tone of
voice and maintain an inappropriate hand gesture with crossed
hands. Third, Linguistic Hurdles for EFL Students. Language
proficiency is another factor that adds to the difficulties faced by
EFL students during oral presentations [91]. Specifically, having
a limited vocabulary and struggling with sentence structure can
hinder comprehension and make the presentation confusing, even
when the topic is engaging and effectively delivered [81].

Our goal is to offer guidance for synchronizing multiple com-
munication channels during presentations. However, offering such
guidance encounters three significant research gaps: G1. Empirical
Gaps in Presentation Delivery Factors. The existing literature
has proposed and examined various factors that impact presenta-
tion delivery based on communication theories [12, 23, 31]. In the
field of Human-Computer Interaction (HCI), several works aim to
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offer effective training or learning experience to improve presen-
tation delivery [63, 85, 89]. However, there remains a notable lack
of empirical investigation into the factors that EFL students need
the most support for and the factors that most affect the percep-
tion of AOPs. G2. Limitations of Predefined Design. Existing
works often directly provide delivery guidance for a predetermined
channel in a pre-defined design, leaving presenters with limited
control over what prompts are presented. This lack of adaptability
hinders the accommodation of presenters’ diverse needs regarding
delivery support. Furthermore, audience’s perceptions and con-
cerns towards these tools were not comprehensively taken into
account from the start of system design in previous works. G3. Un-
explored Synchronization Approach. Previous studies [5, 79, 80]
have primarily focused on enhancing presentation delivery from
the perspective of certain channels (e.g., verbal delivery). However,
how to synchronize diverse communication channels to facilitate
presentation delivery effectively and appropriately remains unex-
plored.

Therefore, our study aims to investigate the following five re-
search questions (RQ1-RQ5). First, to investigate EFL students’
actual needs and preferences and the suitable approach of providing
such support during AOPs, we have formulated two fundamental
research questions: RQ1: What factors do EFL students need the
most support for and What factors most affect the perception of AOPs
(G1)? and RQ2: What methods would be deemed acceptable by both
EFL students and audience to provide on-the-fly delivery support and
effectively synchronize diverse communication channels (G2, G3)?
To answer RQ1, we designed and launched a survey with 49 EFL
students and 36 instructors from different majors in a local univer-
sity. To address RQ2, we conducted a design study after identifying
crucial AOP delivery factors and their ranking through a literature
review and a survey. In the design study, we initially employed
these factors to facilitate an exploratory design brainstorming ses-
sion. Subsequently, we utilized storyboards to visually represent
the design concepts generated from the brainstorming process.
To further explore more detailed designs, we organized a design
workshop to elaborate on the supportive approach. Additionally, to
obtain professional perspectives on the output results and findings,
we conducted interviews with five presentation experts. Moreover,
during these interviews, we also performed a pilot test on potential
design implementations. Considering LLMs have harvested rich
knowledge from large-scale diverse corpus (e.g., website, books)
and have demonstrated promising capabilities in understanding,
generating, and expressing human languages [96], our experts were
asked to evaluate the applicability of LLMs as an implementation
choice. Incorporating feedback from instructors, EFL students, and
experts, we identified six design goals and proposed Trinity, a hy-
brid mobile-centric system. On the PC end, Trinity refines scripts
and provides customizable delivery prompts using GPT-4. Based
on the PC configuration, Trinity App enables remote visual con-
trol, speech pace modulation, and integrated delivery prompts for
synchronized delivery.

With the proposed research prototype, we further investigate
the following research questions: RQ3: How are the usability and
effectiveness of the supportive system? Due to the lack of eval-
uation regarding usage patterns and influences on students, we
further investigate RQ4: How will EFL students interact with and
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Table 1: Communication channels and delivery factors in presentation.

Channel Factor Utility
Vocal Pitch To place emphasis,convey emotions, demonstrate authority, or add vocal variety. [33, 37]
Verbal Speech Rate To capture attention, emphasize points, adjust to time, or match the content. [37, 38]
Volume To attract attention, emphasize points, adjust to environment, or match the content. [38]
Eye Contact To establish connection, convey message, project authority and confidence, facilitate engagement. [7, 76]
Facial Expression To enhance message, engage audience, show credibility, or communicate attitudes and intentions. [93]
Nonverbal Composure To overcome nervousness, handle unexpected situations, and project authority. [3]
Gesture To enhance verbal message, engage audience, or show confidence and credibility. [6, 93]
Posture To show confidence, enhance voice and breathing, or engage audience and create rapport. [7, 56]
Visual Slides To organize the content, communicate message clearly and persuasively, or attract attention. [15, 25]

be influenced by the system? Since the system provides delivery
support on-the-fly, we are interested in investigating RQ5: How
will students trust and collaborate with our system? To answer
RQ3-RQ5, we conducted a controlled between-subject user study
with 33 EFL student presenters and 21 audience members, compar-
ing our proposed Trinity with two baselines: 1) IntelliPrompter, a
PC-based system with features like speech tracking and dynamic
script display, and 2) OfficeRemote, a mobile office subsystem offer-
ing slide navigation, script reference, a timer, and a laser pointer.
We used mixed-methods analyses, combining in-task and post-task
questionnaires, and interviews. The results consistently showed
that Trinity effectively supports multichannel presentation delivery
and is perceived as significantly more useful than the baselines.
The development and evaluation of Trinity contribute to our un-
derstanding of AOP factors. It offers valuable insights into system
design considerations, usage patterns, and its overall impact. The
successes and challenges associated with the design choices made
in Trinity provide valuable guidance for the development of future
presentation support tools within educational contexts and for en-
hancing public speaking tools beyond the classroom. In summary,
this study makes four key contributions:

(1) Surveying EFL Students and Instructors: We surveyed 49
EFL students to understand their specific AOP delivery needs
and 36 instructors to identify factors significantly influencing
the perception of AOP delivery.

(2) Design Study: We held a design study with 9 EFL students
and 4 instructors, aiming to explore the design space and refine
our approach iteratively. The focus was on providing on-the-fly
delivery support and synchronizing diverse communication
channels.

(3) Trinity System: We developed Trinity, a comprehensive deliv-
ery support system designed to enhance academic oral presen-
tation delivery based on a hybrid infrastructure.

(4) User Study: We conducted a controlled between-subject user
study involving 33 EFL students and 21 audience to systemati-
cally investigate the usability, effectiveness, interaction, influ-
ence, trust, and collaboration of Trinity, as well as trade-offs in
design choices.

2 RELATED WORK
2.1 Context and Challenges in AOPs for EFL
Students

AOP, a well-established educational strategy, employs various plat-
forms, from traditional mediums like chalkboards to modern tools

like presentation software [43, 64]. In the implementation of AOPs,
slideware tools such as Microsoft PowerPoint, Google Slides, and
Apple Keynote have become predominant. These tools allow stu-
dents to create and display slides, offering real-time aids like mark-
ers, laser pointers, and timers [57]. However, challenges persist,
especially regarding the suitability of slide-based AOPs for EFL
students.

The primary concern of EFL students is the lack of sufficient
preparation [81]. Despite their substantial effort, many EFL students
are plagued by apprehensions about memory lapses and organizing
ideas effectively, as thorough preparation is essential for effective
oral presentations. Whai and Mei [91] found that inadequate prepa-
ration is the main challenge in oral presentations, which may be
due to students prioritizing core subjects such as engineering and
commerce. As a result, they tend to assign less importance to oral
presentation tasks because they perceive them as irrelevant to their
field of study [91]. Consequently, presentation preparation is com-
promised, negatively impacting delivery. Students often rely on
notes or scripts for coherence [70]. However, this dependence leads
EFL students to simply read from slides or scripts instead of en-
gaging with the audience and maintaining eye contact [29, 40, 81].
These challenges arise from EFL students’ apprehension and vulner-
ability when speaking in front of a large audience [81]. This study
focuses on the issue of suboptimal presentation delivery among
EFL students, where reading from slides or scripts occurs due to
inadequate preparation and lack of effective learning approach. To
address this, we propose an auxiliary method to enhance the AOP
delivery of EFL students.

2.2 Requisites for Effective Presentation
Delivery

Flawless delivery of a presentation is crucial for its success [20].
Both verbal and nonverbal components play a vital role in the effec-
tiveness of a presentation [78]. Skillful speakers seamlessly blend
spoken content with nonverbal cues, including body language, ges-
tures, and facial expressions. For example, Dolan [24] emphasized
the centrality of nonverbal communication within presentations
and provided insights into effective presentation skills. In addition
to verbal and nonverbal dimensions, visual aid constitute an ad-
ditional pivotal avenue for delivery. Peeters et al. [66] delved into
performance evaluation within an AOP course, culminating in the
development of a standarized rubric that integrates visual aids into
the evaluation schema for students’ presentations. Furthermore,
Bourne [10] developed a set of ten principles for proficient oral
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presentations, advocating for judicious yet impactful utilization
of visual elements. Beyond the individual components, literature
unveiled that inconsistencies among verbal, nonverbal, and visual
communication channels can significantly affect audience percep-
tions concerning presenters’ attitudes [4], emotions [30], and cred-
ibility [32]. These explorations highlight the crucial importance
of aligning verbal, nonverbal, and visual elements throughout a
presentation.

Nevertheless, most prior supportive systems have focused mainly
on specific elements of presentation delivery, such as volume and
speech tempo. This narrow focus has overlooked the overall cohe-
sion and synchronicity among diverse communication channels.
Therefore, in this study, we aim to coordinate verbal, nonverbal,
and visual channels to enhance presentation delivery effectiveness.

2.3 Supportive Tools for Enhanced Presentation

Delivery
Preparatory Stage >> Execution Stage »> Ending Stage
V)
© Coverage of our work Control & Interaction Q&A
©
Slides Delivery Support Content
B Training @ Summarization
EI] | script and Visual Aids
Content Rehearsal @ Feedback
Schedule Pace Modulation Review

Figure 2: Taxonomy of existing works in presentation do-
main and coverage of our work.

Numerous systems and tools have been developed to improve
presentation performance across various stages, including prepara-
tory, execution, and ending stages. We detail the taxonomy of exist-
ing works and our scope in Figure 2. Careful planning, efficient time
management, effective communication skills, and smart technology
use, crucial for successful presentations [20], are primarily influ-
enced by the preparation and execution stages. Hence, we discuss
the related work for these stages.

During the preparation stage, one line of research has focused
on supporting content formulation [13, 19, 27, 28, 42, 45, 68, 73, 88],
such as slide generation and script creation. For instance, Khataei
et al. [45] and Jokela et al. [42] introduced tools for sharing person-
alized narratives and creating mobile audio-visual presentations,
respectively. Another line of work focuses on presentation skills
training and rehearsal [49, 63, 85, 89, 97, 101]. However, EFL stu-
dents often struggle with dedicating adequate time for thorough
rehearsal, prompting our exploration of on-the-fly support during
execution.

In the execution stage, existing efforts offer on-the-fly support
in control and interaction, speech assistance, visual augmentation,
and pace modulation. Liu et al. [52] proposed IGScript, an interac-
tion grammar framework for scientific data presentations, while
Cao et al. [14] and others explored gesture-based presentation con-
trol [1, 69]. Some studies focused on enhancing visual aids, such
as Kim et al’s HoloBox [46], which spatially integrated presenters,
and Thanyadit et al’s mixed reality avatar presentation tools [82].
Trinh et al. [84] introduced DynamicDuo, using virtual agents to
assist inexperienced speakers. However, these works either require
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specialized, expensive media or use inflexible visual augmentations
lacking adaptivity.

Our study is more similar to works in the delivery support do-
main, which focus on on-the-fly assistant for improved presentation
delivery. Tanveer et al. [79] introduced Rhema that provides real-
time speech pace and volume cues. Microsoft’s Office Remote !
facilitates mobile slide navigation and script referencing for Pow-
erPoint. Asadi et al. [5] proposed IntelliPrompter, a system that
tracks presenter’s slide content coverage and dynamically adapts
the script display to highlight the next relevant topic, improving
presentation coherence.

While existing efforts provide foundational contributions, they
focus on a limited set of delivery factors within predefined channels,
such as loudness and speech rate [79], without exploring the inte-
gration and synchronization of all three communication channels.
Our work, shown in Figure 2, covers key aspects of the execu-
tion stage and synchronizes three communication channels. We
explored using LLMs to optimize linguistic expression, followed a
user-centered design approach considering individual preferences
and audience perceptions, and conducted a comprehensive user
study to evaluate the system’s usability, effectiveness, usage pat-
terns, and influence.

3 FORMATIVE STUDY

Previous research have shown the benefits of on-the-fly support
for presentation delivery [5, 79]. However, existing designs face
issues like limited audience engagement and fixed delivery factors.
The formative study addresses: RQ1, exploring EFL student needs
and audience perceptions through surveys, and RQ2, investigating
student preferences and audience concerns regarding on-the-fly
delivery support and channel synchronization via a design study.
We included instructors as audience representatives considering
their extensive experience in assessing presentations.

3.1 Exploratory Survey

3.1.1  Method. To explore RQ1, we first designed a survey to under-
stand the AOP support needs of EFL students. From EFL students’
perspective, we used a 3-point scale (In demand, Somewhat need,
No need) to assess the level of support required for each AOP deliv-
ery factor, considering the previously mentioned communication
channels and delivery factors (Table 1). The survey also collected
demographic details, familiarity with AOPs, perceived AOP delivery
challenges, and usage of supportive tools. Additionally, participants
were invited to offer comments or suggestions on a delivery support
system design.

Likewise, from the audience’s perspective, we designed a survey
for instructors to explore significant factors influencing presen-
tation delivery perception, covering demographics, experience in
overseeing AOPs, and perceptions of supportive systems during
presentations. We assessed instructors’ perceived importance of
each factor using a 3-point scale (Very important, Somewhat im-
portant, and Not important) and solicited their suggestions for a
real-time AOP delivery support system. After securing Institutional

Lhttps://support.microsoft.com/en-us/topic/office-remote-for-pc-7e3d9342-61c7-
4bc2-8bc0-fa47542d1bce
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Figure 3: EFL student’s needs and perceived importance from instructors based on a normalized weighted importance score
(from 0 to 1, the closer to 1, the more important). The information without color filling represents the factor that is not
implemented in the system. A) The ranking of students’ actual needs in factors influencing AOP delivery. B) The ranking of
instructors’ perceived importance levels of delivery factors.

Review Board (IRB) approval, the surveys were distributed at a local as representatives of the audience. Notably, I1 and I2, among the
university using snowball sampling via email and social media. instructors, were actively involved in teaching design courses at

the local university’s school of creativity and art. In our design
3.1.2  Results. Here we present ratings gathered from both stu- study, our primary goal was to establish a balanced power dynamic
dents and instructors for each factor across the three channels, between EFL students and instructors. We aimed to empower stu-
reflecting their perceived levels of need and importance. Full and dents to express their ideas and creativity while benefiting from
detailed survey results can be found in Appendix A. Following [55], the guidance of instructors with valuable experience and expertise.
we employed normalized weighted importance scores to rank the To achieve this equilibrium, we implemented several strategies.
supportive and perceptual factors. The resulting rankings are de- First, we encouraged both students and instructors to engage in
picted in Figure 3, showcasing the final score ranging from 0 to 1 open communication by asking questions, seeking clarification,
in descending order. It’s noteworthy that individual preferences and sharing their ideas. The initial step laid the groundwork for
vary due to differences in abilities and perceptions (F1). Even for a collaborative environment. Building on this, we promoted peer
the top-ranking factor, some participants might still consider them feedback and assigned the role of facilitators to instructors, fos-
unnecessary or unimportant. As a result, this study acknowledged tering a cooperative atmosphere throughout the design study. To
the existence of diverse individual perspectives. Notably, we imple- address potential power imbalances, we considered Lukes’s three di-
mented the majority of the highly ranked factors, as indicated by mensions of power [54] and implemented intentional interventions:
the colored columns in Figure 3. 1) Observable conflicts of interests: Recognizing that conflicts might

arise, particularly between students’ focus on user experience and
3.2 Design Study functionality and instructors’ concerns about audience perception,
To address RQ2, we conducted a design study to explore methods we employed a role reversal approach [41]. This involved asking stu-
for synchronizing communication channels and providing on-the- dents and instructors to switch roles (presenter and audience) until
fly support. With this purpose in mind, we elaborate on the design a consensus was reached. 2) Hidden omission of possible alternatives:
development process in this subsection following our schema in Fig- This is about choices and agendas are narrowed in favour of more
ure 4. According to the schema, we initially identified crucial factors powerful parties’ interests. In our scenario, acknowledging that
and their ranking through a literature review and an exploratory certain design concepts might overshadow others, we diligently
survey. These factors served as the foundation for coordinating documented all proposed concepts. During the design study, we
the exploratory design brainstorming. The brainstorming session deliberately brought up any unmentioned concepts for discussion
produced design concepts as its output. Subsequently, we employed to ensure a comprehensive exploration of ideas. 3) Deceptive and
storyboards to visualize these design concepts. To explore more indiscernible characteristics of power: This is about a more pow-
fine-grained designs, we organized a design workshop to elaborate erful person’s interests may be internalised and sought after as
on the supportive approach. In this workshop, both storyboards one’s own. In our scenario, recognizing the risk that students might
and designs of existing tools were utilized. Notably, both the design overly align with instructors’ comments and concepts, we closely
brainstorming and the design workshop were conducted through monitored the design development process. If the design appeared
Zoom. to predominantly converge in a certain direction, we reminded both

students and instructors to maintain a diverse range of perspectives.
3.2.1 Participants and Power Dynamics. We recruited a group of Given that two instructors possessed extensive design experience,
9 EFL students, all with a background in interaction design (S1-9; we specifically tasked them with promptly correcting the direction
6 male, 3 female, average age 22), by advertising within a local if any deviations were identified.

university’s design course. Complementing this, we also recruited
4 instructors (I1-I14; 3 male, 1 female, average age 38.6) to serve
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Figure 4: The design development process in the Formative Study, where the blue boxes are different research activities while

the gray boxes are the research entities.

3.2.2  Exploratory Design Brainstorming. The goal of our brain-
storming session is to gather a substantial number of design con-
cepts addressing the challenges associated with multichannel AOP
delivery for EFL students. To achieve this, we adhered to three fun-
damental principles for group brainstorming [92]: 1) Aim for sheer
quantity. Our focus was on generating a large number of concepts
without any limitations. Participants were discouraged from taking
personal notes during the brainstorming to ensure their full en-
gagement in idea generation. Additionally, we requested that they
refrain from checking emails or engaging in social media, minimiz-
ing distractions and fostering a more concentrated brainstorming
environment. 2) Defer judgment about the quality of concepts. Par-
ticipant were explicitly instructed not to criticize others’ concepts
either implicitly (through facial expressions or other nonverbal
cues) or explicitly during the brainstorming session. 3) Encourage
new and wild ideas. Participants were encouraged to propose con-
cepts without considering feasibility, allowing for the inclusion
of imaginative and unconventional ideas, even those reminiscent
of science fiction or movies. During the brainstorming, we initi-
ated the discussion by exploring common presentation delivery
challenges for EFL students, drawing insights from survey results.
Subsequently, participants were prompted to suggest design con-
cepts for the top-ranking factors identified in the survey, with an
explicit directive to withhold criticism and avoid restricting the
type or number of concepts. Active documentation of all emerg-
ing design concepts occurred throughout the session. Following
the brainstorming, both authors and participants collaboratively
reviewed all proposed concepts, refining them into a subset deemed
potentially applicable to the identified problem.

3.2.3 Design Concepts and Storyboards. After obtaining the coarse-
grained design concepts, we proceeded to enhance and refine these
ideas through a design workshop. To facilitate this exploration,
we employed the use of storyboards, providing a visual represen-
tation to enhance the clarity and depth of the design concepts.
Storyboards, chosen for their ability to visualize design concepts
quickly [86], were iteratively refined from broad design concepts
to encapsulate different scale ideas. Our design workshop included
10 storyboards (exemplified in Figure 5B), each illustrating an AOP
delivery problem, a potential solution, and hypothetical outcomes,
and a summarized version is available in Figure 20 in Appendix.

3.24 Design Workshop. During the design workshop, we initiated
the session by reviewing the design concepts derived from the ear-
lier brainstorming session. Following [17], to provide context, we
showcased previous designs of delivery support tools, as depicted
in Figure 6. This approach aimed to offer participants a concrete un-
derstanding of how a delivery support system could be structured
and function. The intention was to facilitate participants’ compre-
hension of subsequent design concepts and, in turn, encourage their
active contribution to design ideas during the ensuing sessions.

During the workshop, as illustrated in Figure 5A, one of the
authors employed screen sharing to present the storyboards in a
randomized sequence. Each storyboard was accompanied by an
introduction from the author, providing details about both the sce-
nario and the proposed solution. This presentation format allowed
participants ample time to read and comprehend the information
presented. Following the introduction of each storyboard, partic-
ipants were encouraged to assess the respective advantages and
disadvantages of the proposed solutions. Their insights were so-
licited, specifically seeking feedback on how each solution could be
effectively applied to the given scenario. Building on these insights,
participants were then tasked with the challenge of sketching out
a comprehensive design that addressed all relevant delivery factors.
Emphasis was placed on encouraging participants to articulate how
their designs intricately integrated multiple factors. Additionally,
participants were prompted to iteratively refine their designs based
on feedback received from their peers throughout the workshop.
Throughout this collaborative process, the authors actively docu-
mented design insights that emerged from the participants’ con-
tributions, providing valuable, unintended insights into the design
process.

The speed-dating interviews, averaging around 62.4 minutes,
were conducted following IRB guidelines. Participants were com-
pensated with $20 USD. The interviews were transcribed and ana-
lyzed using an Affinity Diagram approach, with the authors collab-
oratively organizing quotes into themes, refining and structuring
the data through iterative discussions.

3.2.5 Findings. Regarding the media aspect, participants favored
using smartphones and laptops to improve their presentation deliv-
ery. For the approach aspect, they preferred inline prompts with
scripts for delivery support. The study also highlighted participants’
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With delivery support offered on
the fly, Chen can easily adjust his
delivery and stay on track.

Chen is calm and confident when
facing the audience, which greatly
improves the fluency.

Figure 5: Flow diagram of design formation and Storyboard No.2. A) The design iteration started from storyboarding for
scenario and media, then spanned to sketch out designs for verbal, nonverbal, and visual delivery support, ending up with a
design for synchronizing diverse communication channels. B) Storyboard No.2: Offer delivery support on the fly. participants
thought this would enhance their performance with reduced preparation effort.

concerns about potential cognitive load challenges and managing
different presentation genres.

F2: Employing on-the-fly delivery support facilitates mul-
tichannel communication but requires careful management
of cognitive load. All participants agreed that on-the-fly delivery
support would enhance their AOPs performance. S6 noted, “Some
presentation topics can completely throw me off track... having ac-
cess to such delivery support would truly have been a game-changer.”
Participants also saw this support as a way to reduce performance
anxiety, as S2 explained, “At times, you might possess a deep under-
standing of the subject matter, but the pressure of the moment can
lead to forgetting key details or losing track of progression. Having
support to rely on would mitigate that pressure and elevate the over-
all presentation experience.” This aligns with research indicating
immediate feedback improves presenter awareness and behavior
adjustment [13, 21, 44, 65, 67, 75, 79]. However, I1 and I2 cautioned,
“while delivery support provides valuable guidance, excessive cognitive
burden may in turn affect the intended delivery. Therefore, on-the-fly
patterns always require a careful management of cognitive load.”

F3: Smartphones and laptops emerge as the more feasible
and fitting choices for delivery media. S2, S4, and 12 found
AR/VR devices like HoloLens unsuitable for delivery support due
to weight and audience perceptions. Tripod-mounted cameras and
idiot boards faced disapproval due to site constraints, but some saw
potential in adapting their features. Smartphones and laptops were
favored for AOP delivery for their accessibility and capabilities.
S3 called it a "low learning cost" method, and I1 found it "visually
unintrusive!" S5 envisioned integrating teleprompter features into
smartphones, comparing it to "holding cue cards like hosts do."

F4: In-line delivery prompts may enhance my perception
of support. In the workshop, students favored designs with in-line
delivery prompts over separate sections, citing prompt recognition
as the main reason. S1 noted that "integrated prompts help me scan
the script seamlessly, preventing prompt omission" (S1). Interest was
also expressed in how in-line prompts could aid script refinement.
12 suggested that "in-line prompts and script refinement suggestions

could encourage presenters to improve their content, thereby enhanc-
ing presentation quality".

F5: Polished scripts may have a double-edged sword effect.
Instructors (I1, I3, I4) highlighted concerns about students’ AOPs,
citing excessive use of slang and improper language. They acknowl-
edged the benefits of script refinement for presentations, such as
improved fluency and syntax. However, I1 pointed out a potential
issue: "We have certain speech styles of our own; however, a refined
script may ‘standardize’ our speech style, making us feel awkward
to use them." Additionally, students like S9 (male, age: 22) worried
about the challenges of understanding and pronouncing unfamiliar
words in polished scripts, saying, "While the idea of having a pol-
ished script is appealing, what if it includes challenging or unfamiliar
words?"

F6: Enhanced speech progress monitoring and hints could
assist me in maintaining better pacing. Participants (S2, S4,
S5, S7, S8, 13, and 14) frequently recognized time management as
a common issue in AOPs, especially for inexperienced presenters.
The idea of features to track delivery progress and provide real-time
timing hints was widely supported for its practicality. S7 highlighted
the potential benefits, stating, “Such hints would encourage me to
focus on the overall pace of delivery, which is crucial when adhering
to strict time limits.”

F7: Intuitive prompts may enhance my comprehension
speed. All the participants unanimously agreed on the importance
of quick response for fluent AOP and emphasized reducing cogni-
tive recognition demands in design. S2, S8, and I2 preferred Rhema’s
design approach, using large font sizes and distinct color blocks
for intuitiveness. S8 shared, “Initially, my design for verbal factors
resembled a fountain-like graph. However, feedback from others high-
lighted its lack of user-friendliness. Subsequently, I developed a sketch
incorporating icons to signify delivery prompts, which proved to be a
much more effective approach.”

F8: Enhanced control over visuals on smartphone may
facilitate my delivery. S3, S4, and 12 were concerned about the
lack of dynamism in AOP delivery and the challenge of maintaining
engagement. They recognized the value of nonverbal elements like
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Figure 6: Designs of previous delivery support tools. A) Office Remote, an Office subsystem that turns phone into a smart remote
that interacts with Microsoft Office on PC. Picture adopted from [74]. B) Rhema, an intelligent user interface for Google Glass
to help people with public speaking. Picture adopted from [79]. C) IntelliPrompter, a speech-based note display system that

auntnmatically tranlrc a nracantar’c cnvaraada nf aarh clida’c rantant Pictura adantad fram K1
@ @ Q1 The polished script is fluent.

GPT-4
GPT-3.5-turbo

7 Year(s) Polished

script

02

6

The polished script uses
adequate wording.

GPT-4
GPT-3.5-turbo m—

03

5

The structure of polished
script is complete.

GPT-4
GPT-3.5-turbo

04

The polished script maintains
the original meaning.

GPT-4
GPT-3.5-turbo

The keywords indeed need to
be emphasized.

GPT-4
GPT-3.5-turbo

GPT-4

1 Qs exhaustive.

The delivery prompts are

GPT-4
GPT-3.5-turbo

7
4
4
3 Q5
3 3 :

2 The shown factors indeed need

2 Delivery Q6 to be modulated. GPT-3.5-turbo
1 prompts o7 The shown modulations are @geey |
o appropriate. GPT-3.5-turbo

E E2 E3 E4 E5

Experience in presentation teaching M Strongly Disagree [l Disagree

Somewhat Disagree

Neutral Somewhat Agree [l Agree [l Strongly Agree

Figure 7: A) Experience of experts in presentation teaching. B) Questions (Q1 - Q8) and experts’ feedback on the quality of

output script and delivery prompts for GPT-4 and GPT-3.5-turbo.

gestures and movement but faced difficulties synchronizing them
with the presentation due to the need to stay near the laptop. S4
proposed a solution where "the tool can automatically add pictures,
charts, and animations into the slides while adjusting them based on
your speech,” which was criticized for the potential loss of control.
S5 countered with the idea of using smartphones for visual control,
acting as "a handheld teleprompter providing both verbal and non-
verbal delivery prompts... allowing free movement, gesture, and
audience interaction. A simple click on the phone would seamlessly
control the visuals without concerns regarding smartphone weight
or size."

3.3 Expert Interview

We conducted semi-structured interviews with five experts in pre-
sentation instruction (E1-5), and their teaching experiences are
detailed in Figure 7A. A comprehensive version of the expert in-
terview is available in Appendix B. Our expert interviews had two
primary objectives. First, we aimed to gather their professional
perspectives on the outcomes of our initial exploratory surveys and
design study, thereby enhancing our understanding of the poten-
tial applications and implications of the technology. Second, we
sought to conduct a pilot test on potential design implementations.
since LLMs, like ChatGPT, store diverse and vast knowledge about
different areas and are capable of understanding, generating, and ex-
pressing human languages flexibly, we were particularly interested
in exploring the feasibility of using ChatGPT for refining presen-
tation scripts and providing delivery prompts. We evaluated two
LLMs, GPT-3.5-turbo and GPT-4 (both March 14 versions), using
10 EFL student presentation scripts collected from social networks.
We adopted a 7-point Likert scale to assess the quality of the LLMs’

output scripts and delivery prompts, and open-ended questions
to capture insights from the experts’ experiences and perceptions
about our survey and design outcomes (Figure 7B). We present
primary insights obtained from the interviews.

Insight1: GPT-4 outperformed GPT-3.5-turbo on all met-
rics, suggesting potential for integration into practice. GPT-
3.5-turbo’s complex language and sentence structure were criticized.
Both LLMs were favorably rated for fluency and meaning preser-
vation, with GPT-4 slightly leading. The LLMs were praised for
enhancing script clarity, coherence, and organization. The in-line
delivery prompts by the GPT-4 were also positively rated. Experts
generally preferred GPT-4 for factor judgment and modulation
during presentations.

Insight2: Incorporating visual cues like arrows or high-
lights to guide students’ focus. Experts also proposed design
suggestions for an LLM-based tool to aid EFL students in real-time
presentations, such as integrating multimodal feedback. E1 sug-
gested using auditory cues like beeps or pitches to adjust speech
volume or speed, and somatosensory cues like vibrations for em-
phasizing points. E3 proposed incorporating visual cues like arrows
or highlights to guide students’ focus on relevant slides or audience
members.

Insight3: Pronunciation of unfamiliar or polysyllabic words
can pose challenges for EFL students. E4 mentioned that EFL
students often struggle more with verbal communication due to
limited opportunities to enhance these skills in academic or pro-
fessional contexts. E5 added that pronunciation of unfamiliar or
polysyllabic words can pose significant challenges for EFL students
during presentations.
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Figure 8: Overview workflow of Trinity, including a Preprocessing phase and a Presentation phase.

3.4 Design Goals

Based on the findings and insights derived, we summarized the
following design goals for a novel delivery support system. In this
system, the smartphone takes on the role of an augmented prompter,
while the laptop functions as the responder. The aim is to synchro-
nize diverse communication channels:

[D1] Customizable Delivery Factors (F1): Users should have
the ability to personalize delivery factors based on their individual
preferences and needs.

[D2] Moderate Script Polishing (F5): The system should en-
hance the fluency, wording, and sentence structure of users’ presen-
tation script while maintaining a balanced level of embellishment.

[D3] Remote Mobile Visual Control (F8): Users need to be
empowered with remote slide control capabilities on their smart-
phones.

[D4] Flexible Speech Pace Modulation (F6): The system
should allow for multilevel modulation of speech pace to accom-
modate diverse presentation scenarios.

[D5] Integrated Delivery Prompts (F4): Essential prompts
for both verbal and nonverbal channels, along with corresponding
scripts, should be presented to users to minimize cognitive load.

[D6] Rapid Pronunciation Acquisition (Insight3): The sys-
tem should aid users in quickly mastering the pronunciation of
unfamiliar and polysyllabic words.

4 TRINITY
4.1 Approach Overview

Based on the design goals derived from our formative study, we
propose Trinity, an interactive system that synchronizes verbal,
nonverbal, and visual channels to improve users’ AOP delivery on
the fly. The workflow of using Trinity consists of two distinct phases,
namely the Preprocessing phase and the Presentation phase. This
system comprises three integral components: a smartphone-based
prompter, a central server, and a PC-end interface (F3) (Figure 8).

1) In the Preprocessing phase, the PC end uses GPT-4 to
process the script, which can be provided separately or written
in the remark column. The enhanced script with in-line textual
prompts for all three communication channels is generated and sent
to the server. Users then add or adjust visual cues on PowerPoint
according to the provided prompts. The final package of slides,
refined script, and their mappings is uploaded to the smartphone
via the server.

2) In the Presentation phase, the smartphone-based prompter
tracks the speaker’s progress and presents the script with verbal
and nonverbal prompts for real-time guidance. Users can remotely
control slides via the smartphone, with synchronization data trans-
mitted to the PC end through the server, enabling manipulation of
slides and visual cues.

4.2 Interface Design

4.2.1 Presentation Script Augmentation. The PC interface of Trinity,
an add-in for PowerPoint, caters to delivery support prerequisites
and integrates seamlessly as a sidebar (Figure 9). This add-in, com-
prising factor checkboxes, script input field, and operational buttons,
provides comprehensive support.

[D1] Customizable Delivery Factors. Recognizing diverse
user preferences for delivery support, Trinity enables users to cus-
tomize their selection of delivery factors with a simple click on the
corresponding checkboxes (Figure 9-1). Trinity also includes a rec-
ommended preset, derived from our extensive survey, for balanced
and effective delivery support. It is worth noting that Trinity will
pop up a reminder when the user selects too many factors (e.g.,
over 5), signaling the potential risk of overload (F2). Moreover, the
selected factors are not obligatory for prompt but rather intended
for consideration solely in cases where modulation is deemed nec-
essary.

[D2] Moderate Script Polishing. Trinity uses GPT-4 (Insight1)
to refine presentation scripts based on expert interview insights.
Users can either input scripts paragraph by paragraph or select a

local file by clicking the = select from.. (Figure 9-2) button. If no input
is given, Trinity uses the script from the Remark column. Users

can set a presentation time limit using the slider —®— (Figure 9-3)
and refine the script by clicking the button (Figure 9-
4). The server returns a refined script with in-line prompts, with
GPT-4 ensuring no overuse of embellishments or excessive expan-
sion. Being aware of potential issues arising from GPT (e.g., odd
words and unfamiliar expressions), we grant users full autonomy to
adjust the refined scripts in accordance with their personal prefer-
ences and habits. Users can toggle between the original and refined
scripts for comparison (Figure 9-5), make revisions (Figure 9-6),
optimize slide visuals based on prompts (Figure 9-7), label unfamil-
iar words (Figure 9-8), and upload the revised script by clicking

Augment

the confirm &upload  button (Figure 9-9) for transfer to their smart-
phones.
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Figure 9: PC end interface of Trinity. A complete workflow on PC end encompasses 9 steps, users 1) select required delivery
factors on the checkboxes, 2) enter the script in the input field, 3) set time limit, 4) augment the script, 5) switch between the
manuscript and polished script, 6) perform necessary revisions, 7) optimize visuals in the slides according to prompts, 8) mark

unfamiliar words, and 9) confirm and upload the final script.

4.2.2  On-the-fly Delivery Support. The smartphone interface of
Trinity integrates key delivery support features into an App, in-
cluding slide thumbnails, progress bars, and the augmented script.
Notably, the interface can be adjusted for users’ handedness, as
illustrated by the left-handed orientation in Figure 10.

[D3] Remote Mobile Visual Control. The smartphone inter-
face of Trinity allows filmstrip-style interactions for [visual]visual
control. The central static gray box (Figure 11A) serves as a
viewfinder to capture slides , and a simple tap (Figure 11B) triggers
a click operation at the PC end. Users can switch slides by swiping
up and down on the thumbnails (Figure 11C). To reduce cognitive

load, only the most relevant thumbnails are shown: the previous,
current, and next slide. The thumbnails of the non-current slides
are slightly transparent to maintain user focus.

[D4] Flexible Speech Pace Modulation. Trinity employs a
dual-layered approach to regulate speech pace, addressing both
broad and fine-grained aspects. Central progress bars 1 (Figure 10A)
illustrate the overall pace, while the augmented script’s underpaint-
ing [ provides detailed pace control. The left (red) and right (blue)
progress bars show current and ideal pace respectively, allowing
users to quickly gauge their pace. The underpainting highlights
the current sentence for reading at the optimal pace. Fast and slow
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Figure 10: Interface design of Trinity App. A) Interface of Trinity App consists primarily of three components: slide thumbnails,
progress bars, and the augmented script. B) Upward triangle group indicates that speech pace is too fast. C) Underpainting fades
out as speech pace is relatively slow. D) Downward triangle group indicates that speech pace is too slow.

Tap to perform clicking

Viewfinder Swipe to navigate slides

Figure 11: Interactions for Trinity App. A) The viewfinder
appears as a static gray box to capture the slides intended
for display. B) Tapping in the viewfinder to perform clicking,.
C) Swiping the slide thumbnails to promptly switch among
slides.

paces are visualized with upward and downward triangle groupings
(Insight2) in the underpainting (Figure 10BA A A, DV V V). More-
over, Trinity synchronizes the speech with the script displayed at
the screen’s upper part. If the pace is slightly slow, the underpaint-
ing gradually fades (Figure 10C).

[D5] Integrated Delivery Prompts. Drawing from previous
work [89, 101], we present verbal and nonverbal delivery prompts
using an integrated approach. To avoid overwhelming users with
on-the-fly delivery support, we generate prompts at the start of
each sentence (e.g., [volume - loud]), using emojis for encoding due
to their rich meanings and familiarity [53, 77, 83]. We enlarge emo-
jis for saliency and resolve any potential ambiguity [8, 71] through
author discussions, ensuring the selection of suitable emojis for

various modulation scenarios (Table 2). Users have a lookup table
within the smartphone interface (Figure 21 in Appendix) to aid
emoji interpretation and the option to deactivate emoji transcrip-
tions. Moreover, we bold the keywords within the script to further
inform users. Notably, the use of GPT-4 for delivering prompts is op-
tional; users can manually input prompts or deactivate this feature
by deselecting associated checkboxes. Once the final script with
textual delivery prompts is uploaded, the server end transcribes the
delivery factors and their modulations generated by GPT-4 into cor-
responding emojis (e.g., [gesture - point] — <), and then transfers
the script with emojis to the mobile end.

[D6] Rapid Pronunciation Acquisition. To improve presenta-
tion scripts and mitigate disruptions from unfamiliar or polysyllabic
words, we initially considered using phonetic symbols. However,
user feedback indicated that while helpful for pronunciation, this
could hinder fluent delivery. Instead, we used phonics to segment
unfamiliar words marked (Figure 9-8) and polysyllabic words into
syllables (e.g., "Subsequently” — "Sub-se-quent-ly"). This approach
leverages users’ existing phonological knowledge, facilitating swift
pronunciation acquisition without imposing a significant learning
curve.

4.3 Implementation Details

The PC end of Trinity is an office project created with Yeoman
generator?, designed as a PowerPoint add-in using Office.js for
seamless use. It comprises around 1,000 lines of TypeScript code

Zhttps://learn.microsoft.com/en-us/office/dev/add-ins/develop/yeoman-generator-
overview
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Table 2: Emoji mapping for delivery prompts.

Factor Modulation Prompt Factor Modulation  Prompt Factor Modulation Prompt Factor Modulation Prompt
Vocal High kd Happy D Loud & Wave
itch Normal - Sad ) Volume Normal PN Gesture Unfold
P Low =Y Facial Angry s Soft FN Point
Fast Q expression  Surprised & Calm & Stand ]
SI;:eCh Normal (%] Embarrassed &y Composure Relaxed Posture Walk R
Slow [~ Serious 5 Confident & Eye contact Direct o
developed within React]S. The server side, implemented in about Table 3: Comparison of baseline systems.
500 lines of Python code, uses Flask and the OpenAlI API? to re- IntelliPrompter ~ Office Remote Trinity
fine scripts, transcribe delivery prompts, and connect the PC and Dynamic Script Dispaly v Static v
smartphone ends. Mobile Silde Navigation . v v
The Smartphone end of Trinity is based on Android due to its Speech Pace Moqulation ' v
. . L Script Polishing v
market dominance and popularity. It captures voice input, converts Delivery Prompts Y
it to text using Android’s SpeechRecognizer®, and processes the Built upon Powerpoint v v v
text with the BM25 string matching ranking algorithm for accurate Media PC Mobile & PC Mobile & PC

speech progress monitoring and synchronized script scrolling [72].
The Android App comprises around 1,000 lines of Kotlin® code
within the Compose framework®.

5 USER STUDY

To provide a thorough assessment of the proposed Trinity in relation
to its usability and effectiveness (RQ3), usage patterns and
system impact (RQ4), as well as trust and collaboration (RQ5),
we executed a controlled between-subject user study. In this study,
EFL students were tasked with delivering AOPs using Trinity, while
two other baseline systems were employed as control conditions.

5.1 Conditions

Trinity is built upon the most common practice in presentation,
PowerPoint, and integrates both mobile and PC devices for sup-
port, with the focus of providing on-the-fly guidance on the mobile
end. To evaluate the realization of our six design goals, we com-
pared Trinity with two baseline systems which are also built upon
PowerPoint, IntelliPrompter and OfficeRemote. 1) Intelliprompter
(Figure 6C) enhances PowerPoint’s presenter view, automatically
tracking the presenter’s slide coverage and adjusting the note dis-
play on a PC. This baseline was chosen due to its shared features
with Trinity, such as speech tracking and dynamic script display,
facilitating comparison of effects introduced by mobile support. 2)
OfficeRemote (Figure 6A) is a mobile app that connects with Power-
Point on a desktop, designed for slide navigation, script reference,
timer control, and laser pointer feature, all accessible through a
mobile phone. We selected this baseline because it operates on mo-
bile like Trinity App and offers basic on-the-fly delivery supports
as well, facilitating the comparison of designed delivery support
provided in Trinity. Initially, EFL students were randomly divided
into three groups, each using a different system. These groups were
then randomly and evenly allocated to three sessions to deliver two
5-minute AOPs without Q&A sessions.

3https://platform.openai.com/docs/api-reference/chat
“https://developer.android.com/reference/kotlin/android/speech/SpeechRecognizer
Shttps://kotlinlang.org/

Shttps://developer.android.com/jetpack/compose

5.2 Participants

Following IRB approval, we recruited 65 EFL student presenters
(29 females, 36 males, S1-S65, average age 21.5, SD = 2.13) and 25
audience members (11 females, 14 males, A1-A25, average age 25.4,
SD = 4.83) from a local university through email and social media.
The presenters came from various majors, and all had AOP expe-
rience. The audience comprised undergraduates, graduates, and
researchers from diverse fields. Five instructors (2 female, 3 males,
I1-15, average age 41.6, SD = 6.12) also joined as audience. The
presenters were initially divided randomly into three groups of 22
for the Trinity and IntelliPrompter conditions, and 21 for the OfficeR-
emote condition. After three dropouts, Trinity and IntelliPrompter
conditions had 21 presenters, and OfficeRemote conditions had 20
presenters.

5.3 Procedure

In this study, each EFL student delivered two 5-minute AOPs in
English, separated by a brief break. Students prepared presentation
materials, including slides and scripts, with specific criteria: 1) They
needed a good understanding of the content without extensive re-
hearsal, maintaining moderate preparation. 2) The AOPs covered
diverse genres: one as a paper sharing session (discussing others’
work) and the other as a project report (covering their own work).
Materials were submitted at least one day in advance for compli-
ance checks with three criteria: 1) Each presenter must report an
approximate preparation time to ensure moderate preparation. 2)
The presentation content must be complete (i.e. from introduction
to discussion). 3) Materials must be in English and cover both pa-
per sharing and project report. For the Trinity group, participants
installed the app on their laptops and smartphones, completing pre-
processing with screen recording based on provided instructions.
Two authors facilitated the experiment and addressed technical
issues as needed.

The experiment, illustrated in Figure 12, had three phases: prepara-
tory, execution, and closing. In the preparatory phase, participants
filled out a consent form and a pre-task survey. All presenters
received a 5-minute system tutorial. In the execution phase, pre-
senters in the Trinity, IntelliPrompter, and OfficeRemote conditions
had 10 minutes for system setup and familiarization. Presenters
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Figure 12: Design and procedure of user study. 1) In the preparatory phase, student presenters and were given a pre-task survey
and assigned to one of three conditions randomly and evenly with tutorials. 2) In the execution phase, presenters across three
conditions were randomly and evenly assigned to three sessions to give a 5-minute paper sharing and a 5-minute project
report. An in-task survey was conducted alongside these presentations. Following the warm-up session, audience members
evaluated the performance of presenters using evaluation forms. 3) In the closing phase, both presenters and audience members

participated separately in post-task surveys and interviews.

were then randomly and evenly assigned to three AOP sessions.
A 5-10 minute introduction was given before the AOPs, during
which instructors and audience assessed presenter performance
using evaluation forms (Figure 22). Post-AOP, presenters completed
an in-task questionnaire. In the closing phase, a post-task question-
naire was filled by all participants, followed by semi-structured
interviews with 12 audience members and all the presenters in
Trinity condition separately. To maximize the blindness of the au-
dience, we didn’t disclose experimental conditions from the outset
of recruitment to the end of the interviews.

The whole process of this study took around 11 hours in total.
The AOPs are scheduled with a 15-minute break inserted every
40 minutes to mitigate the fatigue effect. Each day, there is an
approximate duration of 2.2 hours dedicated to AOPs. We ensured
consistency by using a 70-inch monitor for slide projection and a
tripod-mounted camera to record presentations, with participants’
consent. Presenters were asked to bring their own laptops and
smartphones for use, with standby devices available for iOS users
and emergencies. Participants were compensated at a rate of $15

USD/hr.

5.4 Measurement

Student Presenters’ Self-report. As detailed in Table 4, in our
study, we employed a 7-point Likert in-task questionnaire to gather
feedback from student presenters regarding their experiences using
different support systems during AOPs [55, 60]. This questionnaire
covered three key aspects: RQ3. Usability and Effectiveness. We
designed questions on the usability and effectiveness of the systems
based on prior research [9, 55, 60, 60, 61, 65]; RQ4. Usage Pattern

and System Impact. We collected interaction logs to track usage
patterns and assessed students’ emotions and workload using ques-
tions inspired by existing studies [5, 55, 60, 79] and the NASA-TLX
survey [34]; RQ5. Trust and Collaboration. We administered
a post-task questionnaire to gauge presenters’ trust in our sys-
tem [55]. Additionally, semi-structured interviews were conducted
with student presenters, addressing topics related to RQ3-RQ5.
Presenter Evaluation by Audience. We employed a standard-
ized rubric [66] for the audience to evaluate students’ presentation
performance. This rubric included assessments of 1) verbal deliv-
ery, 2) nonverbal delivery, 3) visual aids, 4) delivery consistency,
and 5) content&organization. The evaluation form (as detailed in
Figure 22 in Appendix) utilized a 4-point scale with detailed descrip-
tions for each option. Additionally, we conducted interviews with
the audience, inviting them to provide further comments through
open-ended questions.

5.5 User Study Limitations

Variable control. Our system is developed upon the new design
goals derived in the Formative Study, making it challenging to
strictly control the variables for evaluating newly designed features.
In the early iteration of our user study, we considered applying
a ablation study manner to strictly configure the conditions for
newly designed features. However, the total number of conditions
(8 conditions) makes it unaffordable for researchers to apply in a
user study and the fatigue effect becomes inevitable for participants.
Therefore, we follow the practices in HCI research (e.g., [55, 95, 98])
and use two systems with shared features ( Table 3) for baseline
comparison. In the following, we report the directional results,
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Table 4: Metrics of student presenter’ self-report to investigate RQ3-RQ5, organized by research question, aspect, and approach.

Research Question Aspect Approach Metric

1) ease-of-use, 2) helpfulness in supporting AOP delivery,
RQ3. How are the usability | Usability 3) distraction caused by the system, 4) system satisfaction,
and effectiveness of the In-task 5) likelihood for future use.
supportive system? . . 1) making the speech more fluid, coherent and modulated,

questionnaire 2) facilitating good eye contacts with audience, 3) facilitating
Effectiveness appropriate facial expressions, 4) facilitating natural gestures,

5) enhancing easiness of visual control, 6) enhancing effectiveness

of slides, 7) enhancing control of the presentation progress,

8) making the presentation more engaging

. . Collect students’interaction logs on the interface and
ﬁ%ﬁ;gﬁ;ﬁ?ﬂiﬁi students | Interaction count.ed the freqyency of st%ldents’glancing at the interface.
influenced by the system? Emotions: 1) noticed, 2) excited, 3) exhausted, 4) frustrated,
System Impact 5) happy, 6) hopeful, 7) overwhelmed, 8) safe, 9) nervous,

10) anxious, 11) confident.

Load: 1) cognitive load, 2) attentional load, 3) workload,

4) self-perceived performance

Post-task 1) perceptions of the usefulness of the provided system features,

RQ5. How will students Trust . . 2) perceived accuracy of the system and overall trust in the system,
trust and collaborate questionnaire 3) trust in different features embodied in the system.
with our system? Collaboration iSthI:rl‘—]siterwuztured Student presenters’ feedback

Table 5: Summary of qualitative insights on design choices of Trinity, organized by design goals, to enlighten future presentation

support tools.

Design Goal

Trinity Choice

Success

Challenges

[D1] Customizable
Delivery Factors

selectable factors;
recommended preset

support participants’ diverse individual
preferences; incorporates
recommended preset

require to understand self-needs;
excessive number of factors can
overwhelm presenters

[D2] Moderate
Script Polishing

script polishing with GPT-4;
time limit control; script
comparison and revision

improve the overall quality and
effectiveness; save preparation time;
boost the success in conveying
messages or ideas.

LLM may entail script-related
potential misunderstandings;

LLM may mismatch with participants’
speech style;

[D3] Remote Mobile
Visual Control

thumb tapping and swiping
to navigate slides

effortlessly control visuals via
smartphone; minimize cognitive load

lacks the display of each
animation step; limits smartphone
holding posture

[D4] Flexible
Speech Pace
Modulation

progress bars;
background underpainting;
triangle grouping

manage and adjust the speaking pace;
cater to both macroscopic and
microscopic aspects

central progress bars are prone to be
overlooked; speech recognition jitters
may misdirects to incorrect scripts

nonverbal cues prone to be more

[D5] Integrated emojis; vividly present emotions and nonverbal | .

. Ce . . irresponsive than verbal cues;
Delivery Prompts keywords highlighting cues; ensure a personalized experience .

response effect is somewhat subpar
[D6] Rapid - . somewhat intensify the workload;
. L. . . allows participants to acquire correct e .
Pronunciation phonics-based segmentation . . presenters exhibit a noticeable
L pronunciation quickly .

Acquisition spelling process

while more in-depth and fine-grained evaluation of each feature’s
impact may leave for the future works.

Audience blindness. Presentation is a process through which
presenters communicate information to an audience on the spot,
making it challenging to strictly ensure the blindness of audience.
In our user study, EFL students are expected to employ various
communication channels while the audience evaluates their ac-
tual performance. In the early iteration of our user study, we con-
sidered using certain apparatus (e.g, a board erected in front of

the presenter) to mask the experimental conditions; however, this
configuration proved impractical and significantly hindered both
presentation delivery and evaluation. Therefore, although we did
not disclose the experimental conditions throughout recruitment
and interviews, the audience may still infer some condition-related
information from presenters’ usage patterns (i.e., how they interact
with devices), potentially influencing their ratings. Future works
may focus on addressing the challenge of audience blindness in
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presentation scenarios to enhance the rigor of subsequent investi-
gations.

6 ANALYSES AND RESULTS

This section analyzes RQ3-RQ5 using a mixed-methods approach.
Quantitatively, Kruskal-Wallis with post-hoc Dunn’s tests and Bon-
ferroni correction were used for in-task questionnaires, and de-
scriptive statistics for post-task responses. One-way ANOVA with
post-hoc Tukey tests studied the impact of delivery support tools
on perceived AOP performance. Qualitatively, we reviewed video
recordings of AOP sessions with Trinity, identified interaction times-
tamps, and discussed with presenters to understand motivations and
reactions. Feedback was audio-recorded, transcribed, and themati-
cally analyzed by two authors until consensus. We present results
addressing tensions in tool usage, noting how design choices both
facilitated and introduced challenges for Trinity. Achievements and
obstacles are categorized based on Trinity’s design goals, providing
insights for future research. Primary findings are presented here,
with minor findings in Appendix C.

6.1 RQ3. How are the usability and effectiveness
of the supportive system?

We present findings from our mixed-methods analysis, evaluating
the usability of Trinity for student presenters compared to baseline
systems. We also analyse the effectiveness of Trinity features as
reported by students and assess AOP performance from the audi-
ence’s perspective.

i) Usability. The results of Kruskal-Wallis tests indicate signif-
icant differences among the systems in terms of their perceived
helpfulness in supporting AOP delivery (H = 9.471, p = 0.007)
and the likelihood of future use (H = 10.382, p = 0.005). However,
there is no significant difference in terms of ease-to-use (H = 4.523,
p > 0.05):

“Trinity is not a plug-and-play for me. It took me some time to get
familiar with the utilities and figure out how to it works before |
put it into practical use.” (S10, male, age: 21)

Post-hoc analysis revealed that Trinity was significantly more help-
ful for supporting AOP delivery and received higher ratings for
intended future use compared to both Intelliprompter (p = 0.032 and
p = 0.010) and OfficeRemote (p = 0.024 and p = 0.041). However,
there were no significant differences across the three systems in
terms of distraction caused by the system and system satisfaction,
as indicated by Kruskal-Wallis tests.

ii) Effectiveness. Figure 13 presents participant-perceived use-
fulness of Trinity’s features in descending order. Most features were
deemed useful but posed some challenges. Notably, participants
highly rated flexible remote visual control, keyword highlighting,
and the fine-grained speech pace indicator (underpainting), while
also finding integrated delivery prompts helpful.

Subsequently, we conducted an in-depth analysis of how the
Trinity system supported EFL student presenters in delivering AOP
from various perspectives. Presenter ratings on relevant questions
are presented in Figure 16. Kruskal-Wallis tests with post-hoc tests
showed that Trinity outperformed both IntelliPrompter and OfficeRe-
mote in all aspects (Figure 16). This findings align with participants’
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qualitative feedback from interviews. Participants found Trinity su-
perior due to its "comprehensive and customizable delivery support"
(S2, S28, S37, S45), which "facilitates adaptive delivery" (S14, S23,
S28), "enriches presentation content" (527, S47), and "enhances control
over presentations" (53, S31, S39). They also noted the interface as
"easy to understand and interact with" (S14, S55).

Regarding making the speech fluid, coherent and modulated
(H = 8.726, p = 0.012, pairwise: pr7 = 0.060, pTo = 0.025 7), facili-
tating good eye contacts with audience (H = 9.198, p = 0.010, pair-
wise: pry = 0.18, pro = 0.060), facilitating appropriate facial expres-
sions (H = 11.075, p = 0.004, pairwise: pry = 0.071, pro = 0.005),
facilitating natural gestures (H = 10.104,p = 0.006, pairwise:
pr1 = 0.009, pro = 0.065), enhancing easiness of visual control
(H = 8.870,p = 0.012, pairwise: pr; = 0.009, pro = 0.316 %), en-
hancing effectiveness of slides (H = 10.824, p = 0.004, pairwise:
pr1 = 0.010, pro = 0.028), enhancing control of the presentation
progress (H = 10.853,p = 0.004, pairwise: pry = 0.005, pro =
0.066), making the presentation more engaging (H = 7.207,p =
0.027, pairwise: prr = 0.094, pro = 0.005). These findings align
with participants’ qualitative feedback obtained through interviews.
Participants perceived Trinity to be more beneficial than the two
baselines due to its provision of "comprehensive and customizable
delivery support" which effectively “facilitates adaptive delivery”,
“enriches presentation content”, and “enhances control over presenta-
tions”. Additionally, participants found the interface design to be
“easy to understand and interact”.

Finally, we assess presenters’ AOP performance from the audi-
ence’s perspective. As depicted in Figure 14, regarding nonverbal
delivery, one-way ANOVA with post-hoc Tukey tests revealed that
presenters in the Trinity condition received significantly higher rat-
ings for eye contact (F(2,60) = 16.673, p = 0.001, pairwise: pr =
0.014, pro = 0.001 ?), facial expression (F(2,60) = 23.416,p <
0.001, pairwise: prr = 0.001, po = 0.001), composure (F(2, 60) =
14.728, p = 0.003, pairwise: pry = 0.015, pro = 0.018), and gesture
(F(2,60) = 13.532, p = 0.003, pairwise: pr = 0.016, pro = 0.003).
Specifically, seven audience members observed presenters using
"consistent eye contact" (A3, A5) and a "sweeping gaze" (A13) while
holding a phone. They showed adaptability with facial expressions,
"frowning when discussing challenges" (A15, A17) and "smiling when
presenting findings" (A5). These presenters appeared "well-prepared
and imperturbable" (A21), demonstrating "control over their presen-
tations" (A24). They used active gestures to "emphasize key points
through pointing" (A15) and "enhance explanations by opening their
arms” (A5). Typically, they kept "one hand in a stationary position"
(A18) to secure the phone and used "the other hand for gestures
and movements" (A18, A24). Despite differences in eye contact, the
audience found no variations in notes usage, as all presenters relied
on scripts, "whether they read them from computers or phones" (A2,
A5, A9, A20). Three audience members also noted little difference
in posture, possibly due to minimal posture prompts.

In verbal delivery (Figure 14), our tests indicate that presenters
in Trinity condition received significantly higher ratings for vocal

"prr: p value between Trinity and IntelliPrompter; pro: p value between Trinity and
OfficeRemote.

8 OfficeRemote received higher scores here due to its simplicity.

*prr: p value between Trinity and IntelliPrompter; pro: p value between Trinity and
OfficeRemote.
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Figure 13: The usability and usefulness of systems. A) The usability of different systems perceived by student presenters. B)
The perceived usefulness of different features provide by Trinity. The error bars indicate standard errors. (+: p < .1; % : p < .05;
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Figure 15: Audience’s ratings on visual delivery and delivery
consistency of presenters using different systems. The error
bars indicate standard errors. (+ : p < .1; % : p < .05; #% : p <
01; %% % : p < .001).

pitch (F(2,60) = 10.434,p = 0.010, pairwise: pry = 0.053, pro =
0.012), speech rate (F(2,60) = 13.215, p = 0.002, pairwise: pry =
0.045, pro = 0.002), and volume (F(2,60) = 15.362,p = 0.001,
pairwise: prr = 0.002, pro = 0.002). Specifically, nine audience
members noted that presenters who "held the phone sideways" (A2,
A3) showed more vocal variety, using a "louder voice to emphasize

important points" (A9, A13), speaking "faster when discussing previ-
ous works" (A15, A17, A18), and "raising pitch while posing questions"
(A3, A24, A25), unlike those who "read their notes monotonously"
(A2, A5, A18, A25).

In visual delivery (Figure 15), our tests indicate that Trinity
user received significantly higher ratings for slides effectiveness
(F(2,60) = 7.352,p = 0.024, pairwise: pr; = 0.033, pro = 0.010),
with no significant difference in slide spelling and references. Specif-
ically, seven audience members noted that some presenters over-
whelm them with "excessive text or bullet points" (A5, A24), leading
to questioning the value of attending (A9). However, exceptional
presenters use "highlighting key terms" (A2, A5, A9) and "incorporat-
ing diagrams" (A2, A15) to make content "more accessible" (A24) and
facilitate "better understanding" (A18). They create an environment
where the audience can "easily grasp complex concepts" (A5) without
feeling overwhelmed.

For delivery consistency, our tests indicate that Trinity user re-
ceived significantly higher ratings for speech-behavior consistency
(F(2,60) = 9.532,p = 0.018, pairwise: pr; = 0.143, pro = 0.023),
behavior-visual consistency (F(2,60) = 18.351,p < 0.001, pair-
wise: prr = 0.012, pro < 0.001), and speech-visual consistency
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(F(2,60) = 17.341, p < 0.001, pairwise: pr = 0.001, pro = 0.003).
Many presenters "read from their scripts or slides" (A3, A20), but
some also "not only present but also coordinate" (A5), aligning "what
they say, what they do, and what they show" (A13). Examples include
pointing to bold words with higher volume (A18), giving opening
statements with a smile and open arms (A9), and pointing and
zooming in on mentioned locations (A24).

For content&organization (Figure 24 in appendix), our tests
indicate that Trinity users received significantly higher ratings
for the opening statement (F(2,60) = 12.357, p = 0.001, pairwise:
pr1 = 0.003, pro = 0.004), transitions (F(2, 60) = 21.628, p < 0.001,
pairwise: prr < 0.001, pro = 0.002), and organization (F(2, 60) =
10.379,p = 0.004, pairwise: pry = 0.001, pro = 0.021), with no
significant difference in other factors. Six audience members noted
that some presenters, unlike others who "gave a quick hello" (A9)
and "skimmed through the title" (A2, A9), used a phone to "start
with the background" (A2, A5, A9) and "gradually lead into the main
content" (A5). This approach helped those not "well-versed in a
particular field or specialty" (A21) to "grasp the main ideas" (A2, A18)
and "follow along more easily" (A9). Additionally, these presenters
"provided an outline of content" (A24) after introduction and "added
smooth transitions" (A21), avoiding "jumping next directly" (A9),
making their content "clear and coherent" (A9, A18).

In summary, audience and student presenter ratings and feed-
back illustrate Trinity’s usability and its effectiveness in supporting
verbal, nonverbal, and visual delivery while improving multichan-
nel consistency.

6.2 RQ4. How will EFL students interact with
and be influenced by the system?

Building on the mixed methods mentioned earlier, we begin by
exploring how students’ interactions with our system affect their
AOP delivery, followed by an analysis of how the system impacts
students’ behaviors, emotions, and cognitive workloads.

i) Usage pattern. We share insights into how student presenters
use the PC interface to customize delivery factors and improve
presentation scripts, their interactions with the Trinity App during
AOPs, and the motivations driving their actions.

F1: Presenters generally customize delivery factors to suit
their individual needs. Out of 21 presenters, 17 tailored deliv-
ery factors to fit their preferences, reflecting diverse needs. Ten
incorporated verbal, nonverbal, and visual factors, emphasizing the
importance of content presentation and engagement. Four focused
on verbal and nonverbal cues, aiming for a cohesive style where
"body language plays a crucial role" (S14) and gestures "aligned with
their spoken words" (S34). Three chose verbal and visual elements,
believing visuals "aid in understanding" (S27) and make presen-
tations "more engaging" (S44, S52). Four presenters used presets,
possibly due to time or personal preference.

F2: Presenters typically adapt their script length to match
their allocated time and expected duration. On the PC end,
presenters adjust scripts to fit their time slots, and our PC tool
predicts script durations to help. Of 21 presenters, 18 used this
feature, with nine replacing text with diagrams, six cutting demos,
and three adding discussions. This ensured their presentations "met
the required time limit" (S3, S27, S34) without "running out of time
or having nothing left to say" (S14, S62).

F3: Presenters commonly annotate terminology but sub-
stitute embellished words in the polished script. Presenters
often simplify terminology in polished scripts to "connect better
with their audience" (523) and "ensure smooth communication" (S14).
Six emphasized clearer pronunciation for easier concept "grasp"
(S37, S39). Five noted personal preferences, using transitions for
"more comfort and confidence" (521, S37, S47), aiding a "natural flow"
(S14). Revisions were driven by content confirmation (nine) and
personal language alignment (seven).

F4: Presenters manually scroll through the script when
they experience speech recognition jitters. Despite speech
recognition’s help in delivering speeches "without having to con-
stantly refer back to physical scripts” (S17, S31), glitches can occur.
Presenters then intervene by scrolling or "swiping the screen with
the other hand" (S23, S39, S45). One reported a script that "suddenly
Jjumped down" (S39), necessitating a scroll back to resume smoothly.

ii) Effects on behavior and emotions. We investigated how
Trinity influenced both students’ presentation behaviors and emo-
tions, resulting in the following insights.
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F5: Emojis prompted presenters to adapt their delivery.
Emojis in presentations enhanced delivery and audience engage-
ment in the Trinity condition. They helped presenters "effectively
convey emotions" (S42) and "emphasize key points" (S21, S64). Emojis
acted as visual cues for "how to deliver the content at different times"
(S14), prompting appropriate facial expressions and gestures that
improved "communication with the audience" (S28). This nonverbal
layer made presentations "dynamic and engaging" (537), aiding au-
dience understanding and maintaining attention as they "followed
along with both verbal and nonverbal cues" (S31).

F6: Presenters had a more positive outlook on their pre-
sentation experience with Trinity. Figure 17 shows that dif-
ferent presentation support systems significantly affected presen-
ters’ feelings of being noticed (H = 10.236,p = 0.022), hopeful
(H = 8.431,p = 0.034), nervous (H = 11.237, p = 0.013), and con-
fident (H = 9.842,p = 0.019). Post-hoc tests reveal that Trinity
made presenters feel more noticed than IntelliPrompter (all p < 0.1)
and potentially increased engagement compared to OfficeRemote.
Presenters felt more hopeful using Trinity than IntelliPrompter
(p = 0.003) and OfficeRemote (p = 0.017). Also, Trinity made pre-
senters feel less nervous and more confident than IntelliPrompter
(nervous: p = 0.015, confident: p = 0.540) and OfficeRemote (ner-
vous: p = 0.028, confident: p = 0.022). No significant differences
were found across the systems regarding feelings of excitement,
exhaustion, frustration, happiness, being overwhelmed, or anxiety.

F7: Presenters in-situ emotions during presentation can
be influenced by the system’s performance. In retrospective
reviews of the Trinity condition, most presenters (18 out of 21) saw

on-the-fly delivery support as "a reliable backup for presentation”
(S17) and "pillar to learn on" (S2). During smooth system operation,
they felt confident and more engaged with their audience, "feeling
more relaxed and perform better" (S34). However, technical glitches
like an "unresponsive App" (S7, S42) led to "feeling flustered and
frustrated" (S7).

iii) Effects on workload, attentional load, and cognitive
load. Figure 18 displays average ratings of student presenters’ work-
load, attentional load, and cognitive load. Kruskal-Wallis tests re-
veal significant differences in workload (H = 9.395,p = 0.010),
cognitive load (H = 12.365, p = 0.004), and self-perceived perfor-
mance (H = 11.545,p = 0.010) across different support systems.
Post-hoc tests indicate Trinity incurs significantly higher workload
(M = 4.54,SD = 0.83, p = 0.025 with IntelliPrompter, p = 0.034
with OfficeRemote), cognitive load (M = 5.68,SD = 1.24, p = 0.036
with IntelliPrompter, p = 0.007 with OfficeRemote), and improves
self-perceived performance (M = 5.89,SD = 0.94, p = 0.021 with
IntelliPrompter, p = 0.014 with OfficeRemote). No significant differ-
ence in attentional load implies similar attention allocation across
conditions. Evidently, the baselines impose less workload and cog-
nitive load as they only involve script reading without additional
operations.
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Figure 19: Student presenters’ trust levels (in 7-point Likert)
on different system features.

F8: Presenters primarily concentrate on their scripts and
briefly glance at emojis during presentations. Presenters prior-
itized scripts for fluency and confidence, believing it helped them
deliver messages effectively without "missing any important points"
(S21). Many admitted to being "not fully prepared" (S33) and felt
"more comfortable relying on a structured plan" (S55). In the Trinity
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condition, presenters still focused on scripts but "briefly glanced at
the emojis" (523, S37, S39, S64), which did not increase attentional
load and seemed to enhance comprehension without "distracting
from following along with the script" (S14).

F9: Cognitive load increases when malfunctions or recog-
nition jitters occur. Cognitive load is the mental effort needed
for information processing, which can rise during presentation
issues. Problems like the “Trinity App got stuck” (S7, S42) require
presenters to troubleshoot, “interrupting the train of thought” (S7,
S42) and adding cognitive burden as they “understand what went
wrong” (S7) and seek solutions, such as “check connectivity” (S7) or
“seek technical assistance” (S42). Sudden topic shifts also increase
cognitive load, as presenters need to “backtrack and find where they
left off” (S7), requiring effort to “recall previous content” (S42) for a
smooth transition.

F10: Cognitive load diminishes as presenters become more
acquainted with the system. In the Trinity condition, presenters
initially felt a cognitive burden, but this lessened with practice.
They were instructed to preprocess at least half a day before, and
four found that practicing with different content helped them "bet-
ter understand its functionalities" (S21, S45, S52) and adapt their
presentations. This familiarity "reduced the cognitive load" (545) and
"improved the overall performance" (521).

6.3 RQ5. How will students trust and
collaborate with our system?

Finally, as Trinity is a hybrid mobile-centric system offering on-
the-fly delivery support, we aim to explore how students trust and
engage with our system, as well as the factors influencing their
trust and collaboration.

i) Trust. Figure 19 shows presenters’ average ratings on a 7-
point Likert scale regarding their trust in the system in the post-task
questionnaire. We combine these ratings with qualitative insights
from the interviews to present the following the findings.

F11: Students’ inherent perceptions of LLMs influence
their trust. Most student presenters (16 out of 21) trust the system
more when they know it uses a high-quality LLM. Initially, students
may doubt the effectiveness of an unknown LLM, questioning if
the output is "reliable" (S28) or if there "could be potential issues"
(S39). However, once informed of an advanced LLM, they gain a
"sense of confidence and assurance" (S47), trusting the system to be
"accurate and dependable" (S28). This leads to increased trust and a
stronger bond with the system. The use of an advanced LLM also
signifies "continuous improvements" (S39), which students see as a
"testament to the reliability and credibility" (S62) of the system.

F12: System malfunctions could impair students’ trust.
Five presenters worried about system malfunctions affecting their
trust, noting it could lead to a "significant decrease in trust" (S7,
S23, S39) and an "unmanageable sense of crisis" (S23, S42). Four
shared experiences of voice tracking jitters, which made them "lose
confidence in the voice tracking" (S23, S45) feature. To avoid issues,
they manually "scrolled through the script" (523, S39). This shows
minor glitches can erode trust, as seen in Figure 19 where "Speech
Tracking" had lower trust ratings.

ii) Collaboration. Beyond trust assessment, our study uncov-
ered valuable insights into the collaborative dynamics between
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students and our system, gleaned from their open-ended feedback
during the interviews.

F13: The system could serve as a coach for students, of-
fering guidance on their presentation content. Of 21 student
presenters, 16 found the system’s guidance on presentation strate-
gies valuable. One student (S3) noted, "Trinity illuminated a clear
path for me by refining the script and generating prompts for deliv-
ery, enabling me to enhance my ability to express myself effectively."
This indicates the system’s role in improving language proficiency
and communication skills. Additionally, students like (S34, S47)
would "study the polished script" and (S17) "identify expressions and
sentence structures worth learning." The script offered "concrete ex-
amples" (S28) of enhanced wording and expression within their
"own context" (S40), suggesting the system’s potential to aid in
overall language acquisition.

F14: Some students rely less on the system when present-
ing their own work. Analysis from video replays showed that
presenters reporting on their own work tended to refer to scripts
less and improvise more: "I'm way more familiar with the stuff I've
worked on, so I don’t stick to the script and just throw in my own
improvisations" (S21). This suggests that as they gain confidence in
their material, they “feel empowered” (S31) to deviate from scripts,
leading to a more natural and engaging presentation style (S27).
Such improvisation “tests the ability” (S14) to think critically and
adapt on the spot, fostering creativity and innovation beyond mem-
orized material (S64).

7 DISCUSSION AND LIMITATION

7.1 Implications for Offering On-the-fly
Support in Presentations

Implication I: Emphasizing intuitive and attention-grabbing
designs for on-the-fly support tools. To ease presenters’ cogni-
tive load, Trinity offers user-friendly features like thumbnail navi-
gation, larger fonts, emojis for clarity, and a darker underpainting
to show progress. We bolded keywords for emphasis. These un-
derscores the importance of helping presenters handle prompts
without cluttering their presentations, enhancing delivery qual-
ity and emphasizing the need for intuitive, eye-catching real-time
support tool designs.

Implication Il: Empowering presenters with autonomy over
both content and presentation flow. During our research’s
early stages, we considered creating a fully automated system for
script and slide optimization. However, feedback from participants
led us to reconsider autonomy in content and control. Our user
study showed that many presenters want to review and refine
their scripts. Thus, Trinity was designed for smooth transitions
from manuscript to polished script, allowing for content revisions.
Additionally, Trinity provides manual control via smartphone inter-
actions like tapping and swiping, ensuring control autonomy. We
believe future presentation tools should focus on empowering users
with autonomy in content and control to build trust and improve
the user experience.

Implication Ill: Strengthen system robustness to uphold user
trust. On-the-fly support systems like Trinity face challenges in
maintaining user trust due to their fragile nature. Our study showed
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that presenters who experienced system malfunctions during pre-
sentations had a significant drop in trust. This underscores the
importance of system robustness to prevent trust erosion. We ad-
vise designers to focus on thorough testing to fix potential issues,
ensuring a reliable and long-lasting user-trust relationship.

7.2 Usability of LLMs from the Perception of
Linguistic Expression

LLMs like ChatGPT have expanded the potential for real-time sup-
port during presentations, demonstrating language comprehension
and generation skills, including unfamiliar word association, sen-
tence denoising, and syntactic reuse [96]. Expert feedback and user
studies have validated these capabilities, highlighting improved flu-
ency and syntax in edited scripts. However, for formal and objective
language, the polished scripts align with Mufioz et al’s findings [59],
which is beneficial for academic presentations but requires further
investigation for other genres like business talks.

When it comes to linguistic expression, there’s a clear prefer-
ence for verbal delivery prompts over nonverbal and visual ones,
suggesting LLMs excel at verbal communication. The perception of
linguistic expression also varies by the specific LLM, with GPT-3.5-
turbo showing less proficiency in nonverbal and visual cues. For
tasks involving linguistic expression, we recommend using LLMs
with multi-modal training. Improving the consistency between LLM
and human perceptions is expected to be a growing area of interest
in both machine learning and HCL

7.3 Presentation Delivery Learning Potential
for EFL Students

Our focus is on the methodological aspect of presentation delivery
learning for EFL students, diverging from traditional research that
focuses on communication channel training before presentations.
Trinity aims to empower EFL students to use various communica-
tion channels effectively in their presentations, potentially fostering
the acquisition of multichannel presentation skills through expe-
riential learning [48]. However, user study participants suggested
that while delivery prompts are effective, their trust and understand-
ing could be improved with explanations of the rationale behind
them. This insight points towards a more effective approach to
experiential delivery learning for EFL students, one that integrates
abstract concepts with concrete experiences enhances experien-
tial learning for EFL students. By reviewing video playbacks and
adjusting delivery prompts after presentations, they can better un-
derstand the logic behind their performance. This approach helps
them build a personalized yet generalizable model of presentation
logic.

7.4 Towards a Comprehensive Ecosystem for
Presentation Support

Students experience multiple stages in presentations, and Trinity
supports them from preparation to reflection. While it enhances
delivery, concerns exist about potential overreliance on its real-time
support without structured training. To mitigate this, we suggest
Trinity be integrated into a comprehensive presentation support
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system. It could complement tools like Slide4N [88] and Hyper-
Slides [27] by optimizing slides and scripts, reducing the need for
extensive tutorials. This allows students to incorporate delivery
patterns into their scripts and compare with Trinity’s prompts for
personalized learning. Additionally, feedback mechanisms such
as SlideSpecs [90] and AutoManner [80] could provide audience
feedback for performance reflection, completing the experiential
learning cycle. By becoming part of a larger ecosystem, Trinity
encourages consideration of how tools fit into broader systems
and promotes open designs for seamless integration with existing
practices.

7.5 Limitations and Future Work

Towards Better Hardware Support. In our design study, story-
boards evaluated design concepts, with the mobile and PC combi-
nation standing out. Chosen for their common use and minimal
visual distraction, this pairing is not the ultimate solution for on-
the-fly delivery support. It must meet three criteria: providing clear
support without disrupting presenters’ communication, remaining
unnoticed by the audience, and being portable. Current media may
not fully satisfy these needs. Our user study indicates that mobile
devices could still limit presenters’ nonverbal cues. Thus, we see the
mobile and PC combination as progress towards better hardware
support. Future research should seek media that can meet all three
requirements.

Adapt LLMs to Personal Contexts. Trinity uses LLMs to en-
hance script quality and create delivery cues. Most users in our
study appreciated the improvements in wording and syntax, but
some faced challenges with unfamiliar language and mismatched
preferences. To remedy this, Trinity allows users to edit the script
freely. Yet, this might not be ideal for all EFL students, who may
lack the willingness or patience to review thoroughly. A possible
solution is LLM few-shot prompting, where a small set of relevant
examples is provided to tailor the model’s output. This could in-
volve uploading past scripts as references, similar to custom GPT
features. However, it’s unclear if this approach can fully adapt the
LLM to users’ vocabulary and style. Another option is fine-tuning
the LLM, which, despite being resource-intensive and potentially
causing knowledge loss, could be more effective. Beyond script
development, LLMs could also help users refine their presentation
delivery styles, drawing inspiration from figures like Obama. Future
research could aim to find more efficient ways to adapt LLMs to
individual needs, enhancing personalization.

Technical Stability and Extendability. The Trinity App, which
uses real-time speech recognition to track presentations, faced
issues with jitters and delays, affecting smooth speech tracking.
Future studies could look into content-based navigation as a solu-
tion [16, 62]. Additionally, the app’s slide thumbnail feature strug-
gled with complex animations not fully visible due to PowerPoint
interface constraints. Collaboration with Microsoft to integrate
better animation support is suggested. Lastly, Trinity enhances
scripts based on user manuscripts but found that the manuscript’s
semantic richness and integrity greatly affect the presentation’s
perceived "content & organization." Improving this could involve
cross-referencing slides with scripts to optimize content and en-
hance underdeveloped manuscripts.
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8 CONCLUSION

In this study, we introduced Trinity, a hybrid system designed to
synchronize verbal, nonverbal, and visual elements in academic oral
presentations (AOPs). Developed through a formative study with a
survey, design research, and expert interviews, Trinity features a PC
PowerPoint add-in for script enhancement and delivery with GPT-4,
alongside an Android App for remote visual control, speech pacing,
and delivery cues. User studies showed that Trinity surpassed two
baseline systems. The research deepened our understanding of
AOP factors, provided design insights, and highlighted the system’s
impact on presentation practices. The experiences and challenges
in Trinity’s design offer key lessons for future presentation support
tool development. We see Trinity as an innovative step towards
future presentation practices, potentially leading to more advanced
human-AI collaboration in educational settings.
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Appendix

A DETAILS OF EXPLORATORY SURVEY
RESULTS

We analyzed the quantitative data with descriptive statistics, and
two authors coded the responses to open-ended questions using
thematic analysis methods [11]. Subsequently, the two authors
engaged in collaborative discussions to synthesize their findings.

In the survey conducted among EFL students, a total of 52
questionnaires were distributed, yielding 49 valid responses. The
respondents were diverse, including 28 males, 20 females, and 1
prefer not to disclose. The participants, with an average age of 23.4
(SD = 3.0), represented various academic disciplines such as com-
puter science, electronic engineering, biology, finance, statistics,
forestry, and medicine. They spanned different grade levels and had
experience with AOPs, with 15% having presented once, 20% twice,
40% three times, 15% four times, and 10% more than four times.
Regarding preparation time for AOPs, 20.4% reported spending less
than three days, 57.1% between three days and one week, 16.3%
between one and two weeks, and 6.1% more than two weeks. In
terms of challenges, 65.7% of students found AOPs to be difficult,
and 42.9% expressed that their preparation time was insufficient.
In terms of mentality, the majority of EFL students experienced
varying feelings towards AOPs: 16.3% felt fear, 36.7% felt anxious,
18.4% were uninterested, 18.4% were confident, and 10.2% were
excited. The issues most commonly identified during AOPs were
lack of fluency (36.7%), flat intonation (28.6%), and absence of body
language (12.2%). Notably, fluency was regarded as more crucial
than pronunciation and grammar. Lexical gaps were identified as a
challenge, leading to difficulties in word retrieval and conveying
intended meaning effectively. Consequently, this posed a formi-
dable obstacle for them to express themselves spontaneously and
seamlessly, similar to native speakers.

In terms of supportive tools, the majority of participants (67.3%)
had experience utilizing such tools to facilitate their AOPs. Among
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tool users, a significant majority (54.5%) employed these tools fre-
quently. Impressively, the user experience with these supportive
tools was generally positive, with 45.6% reporting a good expe-
rience, 51.5% describing it as mediocre, and only 3% indicating a
negative experience. Participants who had suboptimal experiences
highlighted challenges in understanding provided hints, locating
required script snippets, excessive focus on the tools, and potential
overdependence. Furthermore, the participants attributed several
benefits to these tools, including facilitating script composition
(57.1%), enhancing slide presentations (22.4%), boosting their confi-
dence and mentality (20.4%), and aiding in controlling speech rate
(18.4%). Interestingly, a significant majority (81.6%) perceived the
necessity of supportive tools for AOPs. When asked about their
hesitation in using such tools, cost of learning and instructional
prerequisites emerged as the predominant concerns. Regarding an-
ticipated features, participants expressed interest in all provided
factors, with particularly prominent preferences for script display
(73.5%), slide previews (61.2%), and support for controlling speech
rate (42.9%). This underscores the value participants place on tools
that assist in the delivery of effective presentations.

Turning to the survey of instructors, we received a total of 36
responses from instructors, with 24 males and 12 females, showcas-
ing an average age of 45.3 (SD = 12.0). This group of instructors
represented a variety of academic fields, including information sci-
ence, physics, entrepreneurship and management, mathematics,
and humanities. Their teaching experiences included organizing
AOPs for EFL students throughout their careers, with 15.5% hav-
ing done so once, 22.5% twice, 39.4% three times, 14.1% four times,
and 8.5% more than four times. Interestingly, 83.3% of instructors
expressed dissatisfaction with the AOP delivery of EFL students.
Among all instructors, 44.4% felt weary, 38.9% were worried, 11.1%
showed interest, and 5.6% were satisfied. The instructors identified
the most common challenges that students face, namely the lack
of preparation (55.6%) and poor delivery skills (30.6%). Addition-
ally, a majority of instructors (83.3%) believed that incorporating
delivery support tools into their courses wouldn’t impact grading
assessment. Among these instructors, 38.9% were open to allow-
ing students to use such tools, and 30.6% supported encouraging
students to utilize them. In response to queries about their rea-
sons, most of them mentioned “feeling awkward towards students’
poor delivery” and “recognizing the benefits of improved delivery for
both speakers and the audience”. On the other hand, a closer anal-
ysis of open-ended responses revealed that the remaining 30.6%
of instructors maintaining a negative perspective were primarily
concerned that these tools might hinder audience reception and
foster excessive dependence among students.

B DETAILS OF EXPERT INTERVIEW

LLMs, like ChatGPT, have opened up significant opportunities
for human-AlI collaboration and demonstrated impressive capabili-
ties [94]. To assess the viability of employing ChatGPT for refining
presentation scripts and offering delivery prompts, we conducted
semi-structured interviews with five experienced experts (E1-5)
in presentation instruction. These interviews aimed to tap into
their expertise and gather insights on the feasibility of leveraging
ChatGPT in this context. Additionally, we sought their professional
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Figure 20: Summarized version of the Storyboards used in our design workshop.

perspectives on the outcomes of our initial exploratory surveys
and design workshop, enriching our understanding of the potential
applications and implications of the technology.

Participants. The individuals we interviewed comprise five ex-
perts (2 males and 3 females) affiliated with the language teaching
group at a local university. Their collective background includes
substantial experience in presentation instruction and proficiency
in delivering presentations themselves. All these experts possess
substantial theoretical knowledge and a wealth of practical expe-
rience in the domain of presentations. Their collective expertise
(Figure 7A) spans a range of 2 to 7 years, with an average duration
of 4 years (SD = 2.78). Notably, all of these experts have taught
presentation courses to EFL students across multiple semesters
(Mean = 6.30, SD = 3.01).

Preparation. We selected two prominent LLMs, GPT-3.5-turbo
and GPT-4 (both March 14 versions), as our candidates for evalua-
tion. Our process commenced by collecting 10 practical presentation
scripts from EFL students through social networks. These scripts
covered a range of topics including HCI, machine learning, sociol-
ogy, etc. To devise effective prompts for ChatGPT that would yield
desired outputs, we initiated the process with a preliminary draft.
We iteratively refined this draft by interacting with both GPT-3.5-
turbo and GPT-4, ensuring that the generated content and output
format aligned with our expectations. Following the completion of
this iterative process, we employed the final GPT prompts on both
GPT-3.5-turbo and GPT-4 to further polish all the scripts. Addition-
ally, in-line delivery prompts were incorporated into the scripts to
enhance their presentation quality and effectiveness.

Interview Protocol. Each interview session had a duration
of approximately 40 minutes. Our interview process involved for-
mulating questions based on 7-point Likert scale to evaluate the
quality of output scripts and delivery prompts from LLM candidates
(as depicted in Figure 7B). These questions were tailored for indi-
vidual expert interviews. Simultaneously, open-ended questions
were crafted to capture insights into their presentation instruction
experiences, suggestions on addressing users’ needs, and their per-
ceptions of the outcomes from our exploratory survey and design
workshop. For example, questions like “What strategies do you typi-
cally employ to enhance the effectiveness of presentations?”; “what
are your suggestions if a LLM-based tool were designed to aid EFL
students in improving their presentation delivery on the fly?”; and
“Did any particular findings from the survey results stand out to you?”
Throughout the interviews, we also asked the experts follow-up
questions according to their responses and shared specific instances
of challenges encountered by EFL students in their presentation
deliveries.

Results and Analysis. The semi-structured interviews with
the expert panel yielded valuable insights regarding the potential
of using LLMs, specifically GPT-3.5-turbo and GPT-4, for improv-
ing presentation scripts and providing delivery prompts. First, in
terms of the quality of output scripts generated by the LLMs, the
experts generally provided positive ratings (Figure 7B). Specifically,
the experts reached a consensus that both LLMs excelled in terms
of structural completeness and keyword identification. However,
it was noted by E1 and E3 that GPT-3.5-turbo tended to employ
overly complex wording and sentence structures, rendering the gen-
erated script less suitable for practical uses. In terms of fluency and
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maintaining meaning, ratings indicated a generally favorable recep-
tion for both LLM candidates, with GPT-4 slightly outperforming
GPT-3.5-turbo according to the experts’ assessments. Qualitative
feedback highlighted the strengths of these LLMs in enhancing the
clarity, coherence, and overall organization of presentation scripts.
E2 illustrated that LLMs have “demonstrated an impressive capabil-
ity in enhancing presentation script.” Second, the effectiveness of the
in-line delivery prompts provided by the LLMs also received posi-
tive ratings from the experts. They generally affirmed the efficacy
of GPT-4 in factor judgment and modulation during presentations.
In general, the experts agreed that GPT-4 outperformed GPT-3.5-
turbo across all metrics. However, concerns were raised regarding
the density of these delivery prompts. E4 commented that “mod-
ulation techniques in presentation training usually focus on details
at the phrase level or word level. While these (delivery) prompts are
reasonable, I can imagine that such dense prompts might be over-
whelming for students if you intend to provide on-the-fly support.”
Conversely, open-ended responses from the experts indicated that
these prompts could assist students in maintaining a smooth flow
of speech, adhering to the topic, and effectively engaging the audi-
ence. For instance, E3 mentioned that “these prompts could serve as
a delivery template for students, allowing them to learn from their
own presentation scripts.”

Furthermore, during the interviews, our experts shared invalu-
able insights into their teaching experiences, shedding light on
various strategies employed to enhance presentations effectiveness.
These strategies included techniques for maintaining eye contact,
using body language, and managing nervousness, among others.
For instance, E2 mentioned that “simply encouraging individuals
to keep their lower body motionless can significantly enhance their
stage presence.” Additionally, the experts provided insightful sugges-
tions for the design of an LLM-based tool to support EFL students
in real-time presentation delivery. One innovative approach they
proposed involved integrating multimodal feedback to effectively
guide students’ attention and behavior. To build upon this idea, E1
noted “using subtle auditory cues, like a beep or pitch, can signal stu-
dents to adjust their speech volume or speed. Moreover, incorporating
somatosensory cues, such as slight vibrations synchronized with key
parts of the speech, can provide haptic feedback when emphasizing
specific points.” Building upon this concept, E3 emphasized the po-
tential to incorporate visual cues such as arrows or highlights into
the tool, acting as a navigational guide to ensure students focus on
relevant slides or audience members.

Regarding their perspectives on the results obtained from our
exploratory surveys and design workshop, the experts highlighted
several noteworthy findings. These included self-reported presen-
tation challenges among EFL students, preferences for presentation
aid features, and reactions to prototype design concepts. For ex-
ample, the experts recognized that the discrepancy between verbal
and non-verbal communication challenges may be attributed to dif-
ferences in EFL students’ exposure and practice. As E4 pointed out,
“EFL students tend to acquire and practice non-verbal communication
skills through daily experiences like watching videos, playing games,
or engaging in interpersonal interactions. However, opportunities to
enhance their verbal communication skills, particularly in academic
or professional contexts, are more limited, which is where they often
face the greatest difficulties.” E5 also noted, “Especially for them (EFL
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students), the pronunciation of unfamiliar or polysyllabic words can
pose significant challenges during presentations.”

The feedback provided by the experts on these findings will play
a pivotal role in refining the development of our tool, ensuring
it aligns more closely with user needs. To sum up, our expert in-
terviews have contributed valuable insights into the application
of LLMs for presentation enhancement and delivery support. The
positive ratings and feedback regarding the quality of output scripts
and delivery prompts from both LLMs, especially GPT-4, suggest
promising potential for integrating LLMs into practical settings to
improve presentation delivery.

C MINOR FINDINGS FROM USER STUDY

Minor F1: Presenters verify the polished script against their
original manuscript. Trinity generates a polished script from the
presenters’ manuscript. We noticed that 10 out of 11 presenters
switched between the manuscript and the polished script for con-
firmation, with 8 out of 11 presenters reviewing the entire polished
script:
“GPT is indeed powerful, but after all, it can’t guarantee to fully
align with your intentions, so | definitely need to double-check.”
(52, male, age: 21)
Minor F2: Presenters frequently check their smartphones
during presentations. Analyzing how presenters use their smart-
phones during the presentation is crucial. We verified these usage
patterns by co-reviewing video replays with student presenters. In
general, presenters in both the Trinity and OfficeRemote conditions
frequently glanced at their smartphones, whereas those in the Intel-
liPrompter condition primarily focused on their laptop screens. This
suggests that Trinity did not substantially alter their presentation
approach, which primarily relies on scripts:
“I know it’s (referring scripts) not the best way, but scripts are
essential for my speeches because if | speak in English, | might
not be able to talk coherently without relying on them.” (53, male,
age: 22)
Minor F3: Students generally trust the system but not com-
pletely. All presenters in the Trinity condition rated their trust
above the neutral point (i.e., 4) on the 7-point Likert scale. They
expressed trust in the system because there were no compelling
reasons to doubt it and no obviously questionable or unexpected
information, which aligns with findings from psychological litera-
ture known as the Truth-Default Theory [50]. However, their trust
in the system was constrained by their limited knowledge of best
practices and professional certification.
“The polished script and provided delivery prompts seem to make
sense, but I’'m not sure if this is the best way to express or to do.
So, | would trust the system more if it’s endorsed by professionals.”
(53, male, age: 22)
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Figure 21: Main interface and built-in emoji lookup table of Trinity App. Users have access to the emoji lookup table by tapping

the “Emoji Mapping Lookup” button in the main interface.
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Table 6: Questionnaires for student presenters in 7-point Likert scale (1: Not at all/very bad, 7: Very Much/very good)

Category Question

(1) How easy was the system to use?

(2) How helpful was the system in presenting?
Usability (3) How distracting was the system in presenting?
(4) How satisfing was the system?
(5) What is the likelihood of future use?
(6) How much could the system make the speech more fluid, coherent, and modulated?
(7) How much could the system facilitate good eye contacts with audience?
(8) How much could the system facilitate appropriate facial expressions?
(9) How much could the system facilitate natural gestures?
(10) How much could the system enhance the easiness of visual control?
(11) How much could the system enhance the effectiveness of slides?
(12) How much could the system enhance control of the presentation progress?
(13) How much could the system make the presentation more engaging?
(14) Did you feel noticed?
(15) Did you feel excited?
(16) Did you feel exhausted?
(17) Did you feel frustrated?
(18) Did you feel happy?
Emotion (19) Did you feel hopeful?

(20) Did you feel overwhelmed?

(21) Did you feel sense of safety?

(22) Did you feel nervous?

(23) Did you feel anxious?

(24) Did you feel confident?

Effectiveness

(25) How is your cognitive load?

(26) How is your attentional load?

(27) How is your workload?

(28) How is your self-perceived performance?

Load

(30) How do you perceive the usefulness of keyword highlighting?

(31) How do you perceive the usefulness of remote visual control?

(32) How do you perceive the usefulness of underpainting?
Usefulness (33) How do you perceive the usefulness of progress bars?

(34) How do you perceive the usefulness of emoji?

(35) How do you perceive the usefulness of participle?

(36) How do you perceive the usefulness of script polishing?

(37) How do you perceive the usefulness of speech tracking?
Accuracy (38) How do you perceive the accuracy of the whole system?

(39) How do you perceive the trust level of the system?
(40) How do you perceive the trust level of keyword highlighting?
(41) How do you perceive the trust level of remote visual control?
(42) How do you perceive the trust level of underpainting?
Trust (43) How do you perceive the trust level of progress bars?
(44) How do you perceive the trust level of emoji?
(45) How do you perceive the trust level of participle?
(46) How do you perceive the trust level of script polishing?

)
)
)
)
)
)
)
)
)
)
)
)
)
)
)
)
)
)
(29) How do you perceive the usefulness of the system?
)
)
)
)
)
)
)
)
)
)
)
)
)
)
)
)
)
(47) How do you perceive the trust level of speech tracking?
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Evaluation form used in the user study.

Figure 22
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(continued) Evaluation form used in the user study.
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Figure 24: Audience’s ratings on content and organization of students’ presentations. The error bars indicate standard errors.
(+:p<.l3#:p <.05%x:p<.0l;%%%:p<.001)
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