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ABSTRACT

Conversational Agents (CAs) acting as peer supporters have been
widely studied and demonstrated beneficial for people’s mental
health. However, previous peer support CAs either are user-initiated
or follow predefined rules to initiate the conversations, which may
discourage users to engage and build relationships with the CAs for
long-term benefits. In this paper, we develop ComPeer, a generative
CA that can proactively offer adaptive peer support to users. Com-
Peer leverages large language models to detect and reflect significant
events in the dialogue, enabling it to strategically plan the timing
and content of proactive care. In addition, ComPeer incorporates
peer support strategies, conversation history, and its persona into
the generative messages. Our one-week between-subjects study
(N=24) demonstrates ComPeer’s strength in providing peer support
over time and boosting users’ engagement compared to a baseline
user-initiated CA. We report users’ interaction patterns with Com-
Peer and discuss implications for designing proactive generative
agents to promote people’s well-being.
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1 INTRODUCTION

Peer support refers to the social support exchanged among peers
who have similar experience [49] and has become an important
source for promoting people’s well-being [7, 22, 32, 43, 61, 63].
By sharing advice and feelings with each other, peers build and
strengthen their social relationships [55], which could benefit their
mental health for a long term [21, 24, 89]. However, a supportive
human peer could not be always available for anyone. To mitigate
this concern, researchers in Human-Computer Interaction have
developed a variety of conversational agents (CAs) acting as peers
and demonstrated their usefulness to offer accessible peer support
[38, 53, 66, 67].

However, previous peer support CAs can fall shorts in two as-
pects. First, they are mostly user-initiated, i.e., users need to select a
topic or send a message to start each round of conversation with the
agent. This user-initiated design could discourage users to converse
with the CAs for a long term and form a close interpersonal relation-
ship [17], which is key to the success of peer support [1]. In contrast,
the proactive messages from CAs can keep the conversation alive
and improve conversation productivity [12]. Literature on peer
support also encourages peers to engage in mutual conversations
rather than unilateral conversations [79, 94]. While few CAs can
initiate the conversations by asking help from or providing social
support to users [38, 51], the timing and content of their proactive
conversations are normally fixed by pre-defined rules. The fixed
rules can increase the possibility of offering help in a wrong con-
text, which impairs users’ perceptions with the CAs [58]. Second,
previous peer support CAs usually do not learn about users (e.g.,
recent mentally challenging issues and feelings) from the dialogues.
This limits the CAs’ ability to get familiar with users and base the
messages on the learned information about users, which can help
users feel being understood [18] and maintain engagement with
the CAs [12, 76].

In this paper, we propose ComPeer (Companion for Peer sup-
port), a generative conversational agent that can plan and proac-
tively initiate the peer support chats based on the learned informa-
tion about users from the conversation history. ! Recent advances

The code is located at https://github.com/liutj9/ComPeer.
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in large language models (LLMs) have enabled building intelligent
agents that can plan, reflect, and proactively take actions when inter-
acting with their environment [59]. However, little is known about
the design, effectiveness, and user experience of a LLM-powered CA
for proactively offering peer support. Questions arise as what are
the design principles of the such a CA for proactive peer support,
how to enable the CA to adaptively plan the proper timing and
content of proactive messages, and how would users with mental
health challenges perceive and interact with the proactive CA. The
target users of ComPeer are those who are experiencing stressful
issues but have not been diagnosed with mental health diseases
like depression or eating disorder. One representative user group
is the university students who are found to frequently encounter
mentally challenging issues [60, 70].

To begin with, we get insights from literature and work with
five experienced users of role-playing chatbots and three students
majored in psychology to iterate the design principles of ComPeer.
The principles highlight the importance of the consistent persona
as a peer, the proper content and timing of proactive messages, and
the usage of psychological strategies in a proactive peer support
CA. Based on the derived design principles and inspired by Park
et al. [59], we adopt GPTs to develop the cognitive architecture of
ComPeer. The Memory module stores all the dialogues between
ComPeer and the user. The Schedule module plans the timings
and content that ComPeer will proactively send to the user in the
near future. There are two sources for the schedule. First, after one
round of conversations (e.g., no message from the user within five
minutes in our case), the Event Detector extracts the user events
(e.g., emotional states, plans, challenging issues) from the user’s
messages of this round and infers the proper timing of each event
to proactively talk about it later today. Second, at the beginning
of a day (i.e,, 0:00), ComPeer invokes the Reflection module to
ask itself what it learns about the user from the conversations
yesterday, based on which it initializes the schedule on that day. The
Dialogue Generation module incorporates peer support strategies,
conversation history, and ComPeer’s persona in each generated
message.

We conduct a one-week between-subjects study with 24 partici-
pants to evaluate the effectiveness and user experience of ComPeer.
The baseline user-initiated CA has similar modules with ComPeer
except the Event Detector, Schedule, and Reflection modules that
are responsible for proactive peer support. The results show that
ComPeer performs better in making users feel relieved over time
in the one-week study. Participants with ComPeer are more satis-
fied with its proactive messages that care for their states and work
than those self-disclosing ComPeer’s events. Moreover, ComPeer’s
proactive messages promote participants’ interaction, where they
share more their feelings and lives with ComPeer. We offer more
qualitative findings to support the ComPeer strengths above from
an extended one-week study in which all the 24 participants use
ComPeer. We report users’ concerns on ComPeer and discuss in-
sights from our study for developing proactive agents and proactive
generative agents to improve people’s mental health.

Our contributions are three-fold. First, we present a novel gen-
erative conversational agent named ComPeer that can learn about
users from the dialogues and plan the timing and content of proac-
tive messages to offer peer support in the near future. Second, our
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user study demonstrates the usefulness of ComPeer’s proactive mes-
sages in relieving users’ stress, and maintaining user engagement.
Third, we offer a set of design implications into designing and devel-
oping proactive conversational agents with large language models
for healthcare scenarios.

Ethics and Researcher Disclosure. We shape the work by our
experience with and observation on people who struggle in stress-
ful issues and desire peer support. The authors have experience of
exchanging social support with peers like friends, classmates, col-
league, and strangers online. Two of the authors have experiences
and publications that study technologies for supporting people with
mental health concerns. Our research team obtains IRB approval
for broader research projects on patients’ and caregivers’ practices
of healthcare service systems and online communities. We do not
store any personally identifiable information such as participants’
names in the design process and evaluation study of ComPeer. We
inform participants that they can request to delete their conversa-
tion data with ComPeer, and researchers are not allowed to share
conversation data to others. We keep in touch with the participants
every day during the study, inform that they can quit the study
at any time if they feel uncomfortable about it, and suggest them
to seek professional healthcare services if they face severe mental
health problems.

2 RELATED WORK

2.1 Peer Support and Conversational Agents

Peer support is commonly defined as “social and emotional support,
frequently coupled with instrumental support, that is mutually
offered or provided by persons having a mental health condition
to others sharing a similar mental health condition, to bring about
a desired social or personal change” [49]. In general, peer support
is beneficial for people experiencing challenging issues such as
depression [64] and diabetes[6]. One key to the success of peer
support is the close interpersonal relationship among the peers,
which positively predicts the amount of exchanged social support
and improvement of psychological health [8]. According to social
penetration theory, deeper and broader self-disclosure among peers
can lead to a deeper sense of intimacy [77, 78]. Nevertheless, a
supportive and closely related human peer is not always available
for many people suffering from mental health concerns.
Conversational agents (CAs) are promising alternatives to offer-
ing peer support to anyone in need [29, 38, 45, 54, 67, 92]. These
CAs commonly incorporate effective psychological skills and strate-
gies in their messages, to provide users with enhanced social sup-
port. Nevertheless, these previous peer support CAs are mostly
user-initiated (e.g., [45, 67, 92]) or follow pre-set rules to initiate
the conversation with users at certain timings (e.g., [38]). Such in-
teraction mechanisms could discourage users from maintaining
engagement and building a relationship with the CAs [12, 17]. For
one thing, as reported in a longitudinal study in which participants
interact with a user-initiated social chatbot over a 3-week period
[17], participants’ level of self-disclosure, the perceived quality of
the interactions and the perceived empathy of the chatbot decreased
after each interaction, and participants’ feelings of friendship with
the chatbot were low. For another, the pre-set rules could lead to
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untimely and irrelevant proactive messages of CAs, making the
users feel annoyed [44, 65] and disruptive [11, 76]

Our work aligns with previous CAs for peer support by adopting
psychological strategies in the conversations with users. Different
from previous CAs, we seek to build a CA that can proactively
conduct peer support conversations that adapt to users’ situations
and explore whether our proactive mechanism can lead to a close
human-CA peer relationship in the long term.

2.2 Design and Effect of Proactive Agents

Researchers in Human-Computer Interaction have started to design
and evaluate the proactive manner of intelligent agents [4, 9, 35,
62, 98, 99]. For example, Peng et al. [62] defined the service robot’s
proactivity as “the anticipatory action that robots initiate to impact
themselves and/or others”. In a decision-making task, they found
that users had sufficient opportunities to express their thoughts and
feelings to a robot with medium proactivity, e.g., actively confirming
user need before providing help rather than actively offering help
without user’s confirmation or passively waiting for user’s requests
[62]. In the survey on human-CA interaction design, Chaves and
Gerosa [12] suggested that a proactive CA shares initiative with
the user and may manifest proactivity when it initiates exchanges,
suggests new topics, provides additional information, or formu-
lates follow-up questions. For instance, in the healthcare domain,
Fitzpatrick et al. [25] proposed the Woebot that assigns a goal to
the user and proactively prompts pre-set motivational messages
and reminders at fixed timings to keep the user engaged in the
treatment. Chaves and Gerosa [12] summarized several benefits of
manifesting a CA’s proactivity in the conversations, such as provid-
ing additional and useful information [3, 11, 50, 62], inspiring users
and keeping the conversation alive [11, 76, 76], recovering the agent
from a failure [65, 76], improving conversation productivity [3, 28],
as well as guiding and engaging users [11, 25]. However, designing
a proactive CA is also challenging, especially regarding the timing
and relevance of its proactive messages, which are mostly pre-set
by the designers of CAs [11, 44, 65]. For example, Liao et al. [44]
investigated proactivity of a CA in a workspace environment and
found that the perceived interruption of the CA’s proactivity nega-
tively affects users’ perceptions of it. Besides, the CA’s proactive
disclosure may cause users’ concerns about privacy [23] and being
controlled [86, 90].

Following the design of proactivity in these previous agents, our
ComPeer initiates the conversations with users by actively disclos-
ing itself and querying their needs for peer support before offering
help. Instead of pre-setting rules for triggering proactive behaviors,
ComPeer can adapt the timing and content of its proactive messages
based on the ongoing conversations with users. We offer quanti-
tative and qualitative findings regarding the effect of ComPeer’s
proactive messages on the peer support outcome and process.

2.3 Generative Agents Powered by Large
Language Models

The recent advances in large language models (LLMs) have em-

powered researchers to build the key components of generative

agents [59, 83, 93]. For example, Park et al. [59] presented an LLM-

powered architecture that enables generative agents to simulate
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believable human behavior in an interactive sandbox environment.
The architecture includes a memory module that stores the agent’s
perceptions of the environment, retrieves the memories related
to its current situation, and passes these memories to an LLM to
decide its actions [59]. It also has a reflection module that prompts
the LLM to extract high-level insights from its memories to enrich
the memory module, as well as a plan module that prompts the
LLM to adaptively schedule the agent’s activities in the near future
[59]. Sumers et al. [83] proposed Cognitive Architectures for Lan-
guage Agents (CoALA) that use the LLM to transform observations
into text, choose actions, and manage the agent’s internal state via
processes such as learning and reasoning. The architecture has a
decision procedure module that interacts with the LLM, the internal
memory, and the external memory [83]. In each decision cycle with
the environment, the agent uses retrieval and reasoning to plan its
actions [83]. Inspired by these generative agents, we use LLMs to
build up ComPeer’s architecture, including the Memory, Schedule,
Event Detector, Reflection, and Dialogue Generation Modules. We
contribute a new LLM-powered generative conversational agent
for proactive peer support and empirical findings on how users
perceive and interact with it in real-world contexts.

3 DESIGN PROCESS AND PRINCIPLES OF
COMPEER

In this paper, we specifically target university students, a represen-
tative group that commonly encounters stressful issues [60, 70]. The
language used by the ComPeer and the participants in the design
process and user study is Chinese. We translate the participants’
quotes, the prompts to large language models, and the example
dialogues to English when they are presented in this paper.

3.1 Design Process

To design ComPeer for proactive peer support, we draw insights
from related work and worked with five experienced users (U1 - U5,
Mage = 21.6,5Dgge = 1.85) of other conversational agents (CAs)
and three psychological students (S1 - S3, Mgge = 21.6,5Dgge =
0.47). The users are recruited via an advertising post in an online
forum about CAs, and the students are invited from a local univer-
sity. To begin with, we survey CAs in mental health domains (e.g.,
Vincent [38], WoeBot [25]) to get familiar with their messages and
effective peer support strategies (e.g., self-disclosure, reflect of feel-
ings [41, 46]). We also outline potential contexts for proactive peer
support from the literature on proactive Al systems (e.g., [12], [62],
[51]). Then, we picture six example dialogues in which ComPeer
initiates a peer support chat with a user in a specific context, i.e.,
Daily Greetings, Emotional Comfort, Life Sharing, Plan Reminder,
Encouragement, and Offer Advice. In the examples, ComPeer proac-
tively provides suggestions and encourages users to review in one
evening based on their exam schedule for tomorrow. Next, we con-
duct semi-structured interviews with each participant to query
about their experiences with CAs, feelings and comments about
the example proactive dialogues, and suggestions and expectations
for ComPeer.

Based on their feedback, we develop the first workable prototype
of ComPeer with an architecture similar to the final one described
in section 4. Then, five authors from our team conduct a one-week
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pilot study using the prototype CA and iterate the designs, e.g.,
adding the long-term memory. After the iteration within the re-
search team, we invite all participants (U1 - U5, S1 - S3) mentioned
above to experience the ComPeer prototype and iteratively refine
it based on their suggestions over the following two months. The
key refinements in this process lie in the frequency of proactive
messages, length of ComPeer’s messages, the prompt format of
ComPeer personas, and the mechanism of event detection. We com-
pile the following design principles for the refined ComPeer that is
evaluated in our user study (section 5).

3.2 Design Principles

DP1. ComPeer should have a consistent persona as a peer with
backgrounds similar to the user’s and reveal it in its messages
during the peer support chats. To gain the trust and interest
of users, a CA needs to show consistent and vivid personalities
[52, 74]. Otherwise, as mentioned by three participants, “the CA
would be lifeless and boring during the interaction” (U1). Apart from
the consistency, we have the following two sub-principles.

DP1.1. The persona should have customizable backgrounds or
skills similar to the user’s. Peer support requires the provider and
the seeker to have similar experiences to achieve resonance and
understanding in the conversation [56]. Therefore, as our partic-
ipants are university students, we design the default persona of
ComPeer prototype as a student who majors in computer science.
Moreover, we allow participants to customize the personas based
on their background and expectation before the interaction. During
the interaction with the prototype, four participants agree that the
personas similar to themselves can make the CA more realistic and
reliable.

DP1.2. The language style of ComPeer’s messages should adapt
to its persona and match the characteristics of online peer support
chats. ComPeer interacts with users in instant messaging apps via
textual messages, which is the only medium for it to offer peer sup-
port. Two participants strongly suggest that ComPeer’s messages,
especially the proactive ones, should adapt to its persona, as they
view the proactive messages from previous CAs were “very rigid”
(U2). Besides, the style of ComPeer’s messages should be in line
with that used in normal online chats between peers [52]. Initially,
the average length of ComPeer prototype’s messages is 140.6 (SD =
54.78) Chinese words, which are considered quite long and complex
by four participants, while “online conversations are often brief and
relaxed” (U4). They suggest that the length of the messages should
be limited, e.g., “between 20 and 50 words” (U5). Two participants
further give suggestions on the composition of ComPeer’s messages.
“It shouldn’t end every message with encouragement, as a real friend
wouldn’t do that in online chats” (U3).

DP2. The content of the ComPeer’s proactive messages
should include sharings about its daily life and/or concerns
on the user’s specific conditions. Many existing CAs (e.g., [76],
[25]) can initiate conversations with users, but the content of their
proactive messages is usually limited to greetings and requests for
interaction. Participants actively share their expectations on the
content of ComPeer’s proactive messages as summarized below.
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DP2.1. The ComPeer’s proactive messages should disclose itself
based on its persona and schedule. Mutual self-disclosure can pro-
mote peers’ relationship [77] and benefit their perception of re-
ceiving peer support [77]. Four participants hope that ComPeer
could share its experience and thoughts. “It should share its life and
emotions like a friend, making it feel alive” (U1). For example, in
the interactions with ComPeer prototype, U2 favors its proactive
sharing that “I'm happy for the basketball game with classmates this
afternoon”, which “makes me feel it view me as a friend” (U2).

DP2.2. The ComPeer’s proactive messages should express concerns
on the user’s specific conditions. Showing concerns on the user’s
condition can reflect that ComPeer remembers what happened to
the user and keep the message focused, which can make the user
feel being cared and supported [18]. Two participants explain why
the ComPeer’s proactive care is essential for them. ‘T can know that
the agent is specifically caring for me, while in real life, I seldom
receive proactive support from other people” (U4).

DP3. The frequency of the ComPeer’s proactive peer sup-
port should adapt to the content of its intended proactive
message and the user’s reaction to the previous proactive
message. Initially, the ComPeer prototype is like a fixed-rule CA
when sending proactive messages (e.g., providing care every two
hours), which is deemed inflexible and dull by five users in the
design process. “It just like a timer that sends pre-set messages to me”
(U1). Thus, we iterate the event detector and the schedule module to
improve proactive messaging. However, it still automatically sends
proactive messages whenever the timing of the events occurred,
averaging 6.6 (SD = 1.88) times per day. Our participants complain
that these proactive messages were too frequent, which would be
disturbing especially when they see a new proactive message before
replying to a previous one. “It is time-consuming and exhausting to
check and reply to so many messages in a day” (U2). “I delay respond-
ing to some non-urgent messages from the agent, but it eagerly sends
another half an hour later, making me a bit annoyed” (U4). There-
fore, before sending proactive messages, ComPeer should infer if
the content of the message would be important for the user and
control the amount of proactive messages within a day. S2 further
suggestes that “If the user doesn’t respond to a proactive message
within a time, it should pause the next scheduled one.”

DP4. ComPeer should apply effective peer support strate-
gies to help users relieve their stresses. Enacting effective psy-
chological strategies in the conversations can improve the efficacy
of peer support chats [25, 46, 67]. In an early test of ComPeer, two
users discover the conversations with ComPeer are inefficient and
helpless due to ComPeer’s lack of support strategies, “I shared my
exam failure, but it only inquired about the content instead of offering
comfort” (U1). Our psychology participants help us identify the
proper peer support strategies that ComPeer can use, such as Affir-
mation and Reasurance, Self-disclosure, and Reflection of feelings
[41, 46], which can provide users with more effective support.

4 DESIGN AND IMPLEMENTATION OF
COMPEER
In this section, we present the design and implementation of Com-

Peer based on the design principles derived from the design process.
We first present a user scenario of ComPeer to illustrate how each
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of its modules works (Figure 1) and then detail the implementation
of each module in the ComPeer’s architecture.

4.1 User Scenario and Architecture of ComPeer

In this scenario (Figure 1), we describe how ComPeer had a peer
support chat with Carl, a junior student who majored in computer
science. Carl initialized ComPeer’s persona (subsection 4.2) as a
student who has the same major and hobbies as him. After four
days of interactions, one evening at 19:00, ComPeer proactively sent
a message to Carl, “I am reading a paper on deep learning and find it
interesting. What are you doing now?”, Carl was anxious about his
upcoming presentation on the next day and expressed his anxiety,
“Well... I am nervous about my presentation tomorrow.”. ComPeer
comforted him using the “Affirmation and Reassurance” strategy, “I
understand you. Calm down and have a deep breath. Do you need any
help?”. They then discussed how to prepare a PowerPoint for the
presentation. Based on the content of the conversation, ComPeer
proactively checked in with Carl to see how he was doing with his
PowerPoint at 22:00 and encouraged him, “How is your ppt going? I
think your effort will pay off, so don’t worry and have a good rest!”.
Carl expressed gratefulness to ComPeer’s proactive care and felt
being supported.

To enable ComPeer to provide such proactive peer support, we
build up an architecture (Figure 1) of generative conversational
agents powered by large language models (LLMs). The Memory
module (subsection 4.3) stores all conversation history between
the user and ComPeer. From each round of stored conversations
(e.g., no message from the user within five minutes in our case), the
event detector module (subsection 4.4) extracts a user event (e.g.,
“The user is worried about tomorrow’s presentation and making
PowerPoint”) and infers a proper moment later that day (e.g., 22:00
tonight) for ComPeer to proactively talk about it in the near future.
These detected events with inferred timings of proactive messag-
ing are sent to the schedule module, which decides whether each
message will be proactively sent to the user. At the beginning of
each day, the reflection module (subsection 4.5) triggers ComPeer
to reflect on the user’s conditions, emotions, challenges, and plans
based on the conversations yesterday. The output reflections will
help the schedule module initialize the planned proactive messages
on that day. Lastly, the Dialogue Generation module (subsection 4.7)
takes into considerations the ComPeer’s persona, relevant memory
and proper peer support strategies to generate a message to initiate
the conversation or respond to the user.

4.2 Personas Initialization

Following the persona settings used in previous works [59, 74], we
describe the ComPeer’s persona with its name, age, gender, per-
sonality, occupation or major, background, hobbies, and language
style. In addition, the persona describes its relationship with the
user, which could enhance its understanding of the user during
the conversation. For instance, the ComPeer’s persona in the user
scenario (Figure 1) is an outgoing and gentle student (personality)
who majors in artificial intelligence (major) and has previously
studied geographical sciences (background). He has interests in
cryptography, basketball, and video games (hobbies). He prefers
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using exclamatory sentences in conversations (language style) and
is a classmate of the user (relationship with the user).

At the beginning of our user study, participants can customize
the persona of ComPeer based on their expectations of a supportive
peer (DP1.1). When saving the persona as part of the prompt to
LLMs, we add four pairs of example dialogues between ComPeer
and the user, which enable the LLMs to conduct in-context learning
for generating consistent peer-like messages [42] (DP1.2). Besides,
we prompt ComPeer to be compassionate in the dialogue generation
module regardless of its persona. The prompt template of ComPeer’s
personas is listed in subsection A.1 in Appendix.

4.3 Memory Module

We refer to previous work on generative agents [59, 75] to design a
memory module, which maintains a streaming record of the conver-
sations between ComPeer and the user. It is a list of memory objects,
where each object contains one pair of ComPeer-user messages, e.g.,

"on

[{"role": "user", "content": "I feel nervous because the deadline of
homework is coming."}, {"role": "Assistant”, "content": "I understand
you, try your best to finish it! I am there to help you!"}]. When
ComPeer initiates a chat or responds to the user, it needs to refer to
the conversation history to keep its messages consistent and logi-
cal. In our practice, we get inspired from human’s short-term and
long-term memories [2] to prepare two databases for storing the
agent’s memories. One database maintains the context during the
conversation, which serves as the short-term memory for generat-
ing ComPeer’s messages [97]. In our case, the context can contain at
most 20 messages 2 of either ComPeer or the user prior to ComPeer’s
intended message. The other database stores the long-term memory
[16], i.e., all the memory objects except those in the short-term data-
base. We also encode each object of the long-term memory into a
vector using OpenAT’s text-embedding-ada-002 model [31], which
helps ComPeer retrieve related memory to the current context in
the later dialogue generation module.

4.4 Event Detector Module

While users can actively seek for comfort and support from Com-
Peer, the most unique design of our ComPeer is its ability to initiate
a peer support chat with appropriate content at a proper timing
(DP2, DP3). The event detector module is responsible for preparing
the content and inferring the timing for the later schedule module
to determine ComPeer’s proactive messages. Specifically, in the
prompt to the GPT-4, we define an event as a specific incident or
occurrence that brings about stress and has a significant impact on
the individual [87]. We consider an appropriate event for ComPeer’s
proactive care as poor physical condition [73], negative feeling [88],
challenges [72], and plan of the user[20], which would desire social
support from others. We constrain the inferred timing of the event
as a time point later that day, as our trials on the prompts indicate
that the GPTs often fail to infer a proper timing in the subsequent
days. An example event is shown in Figure 1.

The event detector extracts an event from each round of conver-
sation after it ends, i.e., ComPeer does not receive a message from

2We experiment different numbers of previous messages as the context. We find out
that using at most 20 messages as the context can balance the trade-offs between costs
of prompting LLMs and quality of the generated message in our case.
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Figure 1: Architecture and an example user scenario of ComPeer, a generative agent for proactive peer support.

the user within 5 minutes, which can avoid detecting redundant
conversation in a round of conversation. The event detector queries
GPT-4, a state-of-the-art LLM at the time of ComPeer’s development,
using the chain-of-thoughts (COT) prompts, which can enhance the
LLM’s ability of inference given a few data samples [13]. We exper-
iment various prompts in the development process and iteratively
improve the prompt to achieve acceptable performance in event
detection. Lastly, we prepare five examples about the detection
process of physical condition, negative feeling, challenges, plans,
and no event in the prompt. The example COT prompts used in the
event detector are shown in subsection A.2 in Appendix.

4.5 Reflection Module

While the events detected from one round of conversation help the
schedule module update the planned proactive messages on that
day, ComPeer needs to gain a higher-level understanding about
the user to initialize a consistent plan of offering proactive care
on the next day. Consider a case in which the user had several
rounds of conversations with ComPeer on a day. ComPeer could
have proactively cared for the user on the detected events about
anxiety on the presentation and a plan for going shopping tomorrow.
We hope that ComPeer can proactively initiate conversations on
the next day based on what it learns from the user on that day, as

it would be beneficial to care for the user again on the event that
causes the user’s anxiety or could make the user happy.

Inspired by [59], at the beginning of each day, the reflection mod-
ule asks three questions, i.e., “Does the user feel negative emotions
due to something?”, “ Are users facing challenges or difficulties?”, and
“What plan does the user has in tomorrow?”, on all the dialogues
of the previous day in the prompt to GPT-4. The module outputs
three reflected thoughts, each for one question, e.g., “1) The user
is nervous about presentation, 2) There is an presentation that user
has to deliver, 3) The user will make presentation tomorrow”. These
thoughts will be sent to the schedule module as a condition for
generating the initial schedule of a day.

4.6 Schedule Module

The schedule module handles the initialization of the plan for proac-
tive care on a day based on the input from the reflection module,
the update of the planned proactive messages on that day based on
the input from the event detector, and adjustment of the frequency
of proactive care based on the content of each proactive message
and the user’s reaction to this message (DP3).

4.6.1 Initialization of the schedule on a day. At the beginning of
each day, ComPeer will initialize schedules for the day. Apart from
the reflected thoughts about the user on the previous day, the
schedule module incorporates the real-world information (e.g., date,
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Table 1: Descriptions and examples of candidate peer support strategies used by ComPeer. ComPeer can select anyone of all the
strategies for generating a passive response to users message. However, ComPeer is allowed to use self-disclosure, inquiring,
affirmation and reassurance, invite users to think for generating a proactive message, as the usage of other strategies needs the
user starts the conversation first.

Strategy

Description

Example

Self-disclosure

Disclose personal information to users, including
but not limited to the counselor’s own similar ex-
periences, feelings, behaviors, thoughts, etc..

"I also have a similar experience! I did such a
thing last time!"

Inquiring

Explore users’ subjective experiences or ask users
to concretize the imprecise factual information

"Are you feeling better now? How do you feel
now?"

Affirmation and Re-
assurance

Affirm users’ strengths, motivations, and abilities,
and normalize users’ emotions and motivations,
and provide comfort, encouragement, and reinforce-
ment.

"I believe you can! It will get better soon! I will
support you no matter what!"

Invite users to think

Answer the questions that users ask about the con-
versation topics.

"Taking a deep breath may be a good way to
relax, but it’s important to first identify the root
cause of the problem

Reflection of feel-
ings

Use tentative or affirmative sentence patterns to
explicitly reflect the users’ mood, feelings, or emo-
tional states.

"I understand your current annoyance."

Restatement or

Reflect the content and meaning expressed in users’

"It sounds like you think everyone is ignoring

Paraphrasing statements to obtain explicit or implicit feedback you, right?"
from users.
Answer Answer the questions that users ask about the con- "I think you need to read the book ’Learning

versation topics.

Neural Networks’ now."

weather) of that day into the prompt for generating a schedule
closely related to the user’s real life. For example, if the reflection
module indicates that the user had a plan or encountered a challenge
on previous day, ComPeer could remind the user of the plan or care
for the user about the challenge on that day. If the weather is rainy,
ComPeer’s schedule had better not include outdoor activities. One
example of the real-world information in the prompt is: “Today is
Friday. The weather of today is rainy. The lowest temperature today
is 4°C and the highest temperature is 9°C”. Besides, the prompt for
schedule initialization also consists of ComPeer’s persona to guide
the GPT-4 to generate the schedule with events that a peer should
care (DP1.1). By considering the reflected thoughts about the user,
real-world information, and ComPeer’s persona in the prompt, the
schedule module can initialize a schedule on that day. The specific
schedule template is shown in subsection A.4 in Appendix.

4.6.2 Update of the schedule and adjustment of the frequency of
proactive messaging on that day. Once the event detector extracts an
event from one round of conversation, the schedule module inserts
the extracted event in the priority queue of the schedule. If the
conversation do not contain the event, the detector will output "" (no
event). In this case, ComPeer relies on the initial schedule to plan for
proactive messages. As a default setting, when the planned timing
of an event comes, the schedule module will dequeue the event and
send it to the dialogue generation module to initiate a conversation.
However, following the default setting, if the planned events in
the schedule are too much, the frequent proactive messages would
be annoying. To adjust the frequency of proactive messaging, the
schedule module evaluates the content of the planned event and

the user’s reaction to ComPeer previous proactive message (DP3).
As suggested by [76], a proactive message related to the user’s
information will help the user feel be cared and supported and
maintain higher engagement. Therefore, we allow a LLM to infer
the importance value (a score between 0 and 1) of each planned
event. For example, an event like having a dinner with friends or
reading books in the library could be less important than an event
that is more about the user’s mental state, e.g., the user is depressed
for the failure of an exam. To encourage proactive care on more
“important” events while ensuring that all events have a chance to
be proactively sent, we design a randomized mechanism for the
schedule module to make decisions. When the timing of an event
arrives, the module generates a random number between 0 and
1. If the event has an importance value larger than the random
number, it will be sent to the dialogue generation module. Besides,
if the user does not reply to ComPeer’s previous proactive message
for a certain period, e.g., three hours in our study, the schedule
module will not send other planned events within this period to
the dialogue generation module.

4.7 Dialogue Generation Module

The dialogue generation module is responsible for generating peer-
like, consistent, and supportive messages to respond to or initiate a
conversation with the user (DP1, DP4). To achieve this purpose,
we prompt GPT-4 to act as three roles (noted as LLM-1, LLM-2,
and LLM-3), which can simplify the generation tasks by allow-
ing the LLM focus on one task at a time [85]. LLM-1 takes in the
conversation history stored in the short-term memory and selects
one or more peer support strategy that can be used in ComPeer’s
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message. As suggested by our psychological students in the design
process, the candidate strategies for generating passive responses
are self-disclosure [39, 40], inquiring [41], affirmation and reassur-
ance [14, 46], invite users to think [41, 67], reflections of feelings
[14, 27], restatement or paraphrasing [37] and answer [41]. Table 1
shows the description and example of each strategy. As for the
generation of proactive messages, the candidate strategies are self-
disclosure (DP2.1), inquiring (DP2.2), affirmation and reassurance
(DP2.2), and invite users to think (DP2.2). The other three strategies,
i.e., reflection of feelings, restatement or paraphrasing, and answer
need user to express, need the user to express feelings first and are
not suitable for ComPeer’s proactive messaging.

LLM-2 generates a passive responding message conditioned on
the peer strategy selected by LLM-1, the conversation history , Com-
Peer’s persona, and the related long-term memory of the current
user message. To retrieve related long-term memory, we encode the
current user message into a vector using text-embedding-ada-002
and calculate its cosine similarities with the vectors of memory
objects stored in the long-term memory database. We select at most
three memory objects that have the highest similarity scores for
the prompt to LLM-2.

To generate proactive messages, we choose to design another
prompt to require the LLM (note as LLM-3) to act as a role different
to that of LLM-2, because we find in our practice that an LLM
has difficulty distinguishing its roles if we prompt it to handle the
generations of passive responses and proactive messages at the
same time. The prompt to LLM-3 considers ComPeer’s persona, the
event from the schedule module, and the peer support strategy
selected by LLM-1. The prompts for LLM-1, LLM-2, and LLM-3 are
presented in subsection A.6, subsection A.7, and subsection A.8 in
the Appendix.

5 USER STUDY

To evaluate the effectiveness and user experience of ComPeer’s
proactive peer support, we conduct a one-week between-subjects
user study with 24 participants compared to a baseline conversa-
tional agent (CA) that can not proactively initiate the conversation
with users. After the one-week study, we invite all participants,
either in the ComPeer or baseline group, to use ComPeer for another
week, which provide us with more qualitative findings especially on
the long-term user experience of ComPeer. Our research questions
(RQs) in the user study are:

RQ1: How would interacting with ComPeer affect the users’
management of their stress?

RQ2: How would users perceive a) the social support provided
by ComPeer, b) the persona of ComPeer, and c) their relationship
with ComPeer?

RQ3: How would users perceive ComPeer’s proactive messages?

RQ4: How would users interact with ComPeer?

5.1 Participants

We recruit 24 participants (15 males, 9 females, aged 18-25) via
recruitment posts in three universities. The inclusion criteria in
the background survey are that participants have recently encoun-
tered stressful issues and they have interests in interacting with
a peer support CA every day in a two-weeks period. On average,
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their perceived level of stress measured using PSS-10 [15] was 23.63
(SD = 3.98), indicating that most of them perceived high level (score
> 19) of stress. Their majors vary across computer science, psychol-
ogy, international politics, electronic engineering, and so on. Their
stress primarily originates from academic workload and examina-
tions (16 participants), interpersonal relationships (5 participants),
and personal future development (6 participants). Although only
two participants report experience of disclosing themselves to a CA
or using Al companion applications (e.g., Character Al, Replika),
eighteen participants have experience of using general CAs (e.g.,
ChatGPT, Qwen). All participants are native speakers of Chinese,
the language used by ComPeer in the design and development pro-
cess. We randomly divide our participants into the ComPeer group
(PC1-PC12, 7 males, 5 females, mean age: 20.63, mean PSS-10 score:
24.45) and the baseline group (PB1-PB12, 8 males, 4 females, mean
age: 20.08, mean PSS-10 score: 23.54).

5.2 Baseline Conversational Agent

The primary goal of our one-week between-subject study is to eval-
uate the effects and user experience of the proactive peer support
mechanism we built for ComPeer. Therefore, the baseline CA does
not have the Event Detector, Schedule, and Reflection modules that
are responsible for proactive peer support. Nevertheless, it has the
same Memory and Dialogue Generation modules as those of Com-
Peer (Figure 1), which enable it to react to user-initiated messages in
a similar way of ComPeer. Such a CA can not only provide a strong
and fair baseline for evaluating the impact of ComPeer’s proactive
peer support but also offer more qualitative data for evaluating the
usability of the memory and dialogue generation modules in our
architecture of generative CAs.

5.3 Measurements

Table 2 summarizes the items used in the questionnaire after par-
ticipants’ interactions with either ComPeer or the baseline CA ev-
eryday. All items are measured on the 7-point Likert scale, with 1
for strongly disagree and 7 for strongly agree.

RQ1. Effects on stress management. We use the Pressure Per-
ceive Scale 10 (PSS-10, 10 items, total scores: 0 - 40) [15] to measure
each participant’s perceived level of stress at the beginning of the
user study, after one week of interactions with the CA, and after
two-week of interactions. Following [57], we evaluate the change
of participants’ perceived stress before and after interacting with
our ComPeer or the baseline CA. Besides, in the questionnaire sent
to participants every evening during the study, we ask participants
to rate their agreement on the following statement adapted from
[48]: “I feel relieved when I talk to the CA.”

RQ2. Perceived Social Support, Persona, and Relationship.
To measure how the user perceive the social support provided by
ComPeer, we adapt five items from [48, 81]. They are “The CA is
accompanying me”, “The CA is caring about me”, “The CA spares no
effort to help me out of difficulties”, “The CA’s advice is very important
to me”, and “The CA is encouraging me to be a better person in life”.
As for the perceived persona of the CA, we apply two items from
[71]: “The CA’s response is logical and coherent”, and “The persona of
the CA is interesting enough”. We capture how participants perceive
their relationship with the CA using three items adapted from [48]:
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Figure 2: Procedure of our one-week between-subjects study (ComPeer vs baseline conversational agent (CA)) and extended
one-week study in which all participants converse with ComPeer.

“Chatting with the CA has deepened my relationship with it”, “When
I feel in trouble, I am willing to seek help from the CA”, and “When I
encounter something joyful, I am willing to share it with the CA”.

RQ3. Perceptions of ComPeer’s Proactive Messages. In the
questionnaire sent to participants in the ComPeer group every
evening during the study, we ask them to rate their satisfaction
with each proactive message from ComPeer, ‘I am satisfied with
this proactive message”. We also conduct a thematic analysis on the
topic of each proactive message from ComPeer. Three authors of
this paper first independently label fifty proactive messages. They
then meet and discuss their labels and coding schemes and reach
an agreement on five topics, i.e., share the CA’s daily routine, share
the CA’s work or study, share the CA’s leisure and entertainment,
care for the user’s work or study, care for user’s state. They then in-
dependently code all the proactive messages (intraclass correlation
coefficient ICC = 0.851) and resolve disagreement via discussion.
We evaluate participants’ satisfaction with each topic of proactive
messages.

RQ4. Interaction with and Concerns on the CA. We ana-
lyze timing and content of each interaction between the CA and
the user. Specifically, we calculate the numbers of peer support
strategies that ComPeer and the baseline CA selected to gener-
ate their messages. We also conduct a thematic analysis on the
topic of each round of conversation from the user’s perspective.
Two authors of this paper first independently label fifty rounds
of conversations. They then meet and discuss their labels and
coding schemes and reach an agreement on six topics, i.e., con-
cern, want, thoughts or feelings, share happiness, share life, and
others. They then independently code all the proactive messages
(ICC =0.764,0.807,0.723,0.724, 0.772, 0.785) and resolve disagree-
ment via discussion.

5.4 Task and Procedure

Figure 2 illustrates the procedure of our user study conducted re-
motely. After obtaining participants’ consent, background infor-
mation, and perceived level of stress on Day 0, we guide them to
initialize the CA’s persona with expected attributes on the CA (sub-
section 4.2) and their personal information (i.e., age, major, stress

issue) via an online document. In the personas initialization, four
participants set it with majors or hobbies different from their own,
e.g., Computer Science vs. Law. We help them add the CA as a
friend on Tecent QQ, a popular instant messaging app in China.
In the consent form, we have informed participants that experi-
menters will look at their conversation record with the CA and
that third party technology providers the CA relies on, i.e., Tencent,
have access to the information. We add that participants’ personally
identifiable information will not be shared for publication purposes
and that their voluntary participation means that they can drop out
of the study at any point. We also state that the CA is not a therapist
and that they should seek professional help if any psychological
issues are experienced, though we target a non-clinical population.

Every day from Day 1 to Day 7, they are asked to have at least
one conversation with either ComPeer or the baseline CA based on
their assigned groups. The experimenter send out a questionnaire
(Table 2) to participants every evening and requires them to fill it
based on their conversation with the CA on that day. On the evening
of Day 7, we contact participants, ask them to rate their perceived
level of stress, and conduct semi-structured interviews on impact
of ComPeer, their perceptions of ComPeer’s messages, as well as the
frequency and content of their interactions with ComPeer. After
the one-week between-subjects study, we enable the proactive peer
support mechanism of the baseline CA (i.e., it is ComPeer now) and
invite all participants to chat with ComPeer every day for another
week. Lastly, on Day 14, we conduct another semi-structured in-
terview with each participant, focusing on their feelings towards
ComPeer, and their perceptions of ComPeer’s proactive messages.
We estimate that each participant spent about 100-150 minutes in
our study, including filling questionnaires, interviews, and chatting
with the CA. After the study, each participant receives about $10
compensation following the local payment policy.

5.5 Data Analyses

To evaluate the change of participants’ perceived stress (RQ1) before
and after interacting with our ComPeer or the baseline CA (between-
subjects factor), we conduct a two-way mixed ANOVA [80] on their
PSS-10 scores measured on Day 0 and Day 7 (within-subjects factor).
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Table 2: Measured items for RQ1-3 in the questionnaire sent to each participant every evening. Participants rate their levels of
agreements on the statement in each item on the 7-point Likert scale; 1 - strongly disagree, 7 - strongly agree. CA stands for

Conversational Agent.

Research Question ID Item

Reference

(RQ1) Stress Management Q1

I feel relieved when I talk to the CA.

Q2  The CA is accompanying me.

[
[
. Q3 The CA is caring about me. [438]
(Sl(l)%iizli)SPercelred Q4  The CA spares no effort to help me out of difficulties. [48]
uppor Q5  The CA’s advice is very important to me. [48, 71, 81]
Q6  The CA is encouraging me to be a better person in life. [48]
(RQ2b) Perceived Q7  The CA’s response is logical and coherent. [71, 81]
Personas Q8  The persona of the CA is interesting enough. [71]
. Q9  Chatting with the CA has deepened my relationship with it. [48, 71, 81]
gRe %ztfc))j:ﬁf;wed Q10 When I feel in trouble, I am willing to seek help from the CA. [48, 81]
[

Q11 When I encounter something joyful, I am willing to share it with the CA.

(RQ3) Satisfaction with
Proactive Messages

Q12 Iam satisfied with this proactive message. -

As for each self-reported item of RQ1 and RQ2 (Table 2), we average
the scores reported every day from Day 1 to Day 7 as the final score
of the item for each participant, with the Cronbach’s a of the items
are above 0.8 except for Q2 (0.65) and Q5 (0.63). Based on whether
these items satisfy data normality under the Shapiro-Wilk tests
(attached in subsection A.8 in Appendix), we use two different
statistical methods to compare the results between two groups. For
the items Q1, Q4, and Q7 that violate data normality, we use the
Mann-Whitney U test, a non-parametric test commonly used to
compare differences between independent conditions (e.g., in HCI
studies [10, 96]) especially when the data normality is violated. For
the other items, we run unpaired T tests to compare the scores
between the two group, which is a parametric test widely utilized
in HCI research (e.g., [47]) to compare in normal data.

Apart from comparing the means of the self-reported items for
RQ1 and RQ2 in two groups in the one-week between-subjects
study, we also analyze how participants’ perception with the CA
change over time. Specifically, we conduct regression analyses using
the time (Day 1 - Day 7) as independent variable and the score of
each item on that day as the dependent variable. We further conduct
ANCOVA analyses [33] to assess whether there exist significantly
differences between the change of participants’ perceptions in the
ComPeer and baseline CA. As the ComPeer group in the one-week
between subject study continues to use ComPeer for another week
in the extended study, we also apply regression analyses using
the time (Day 1 - Day 14) as independent variable and the score
of each item on that day as the dependent variable (attached in
subsection A.8 in Appendix).

To understand users’ perception of proactive messages (RQ3), we
calculate the average score for participants’ satisfaction with each
topic of ComPeer’s proactive messages in the one-week between-
subjects study. We use Kruskal-Wallis H test to analyze the differ-
ences among the scores for each message topic. The Kruskal-Wallis
H test is also a non-parametric test commonly used to compare
differences in more than two independent conditions (e.g., in HCI
studies (e.g., [30, 69])), especially when the data normality was

violated, as confirmed in our cases. To compare the topics of con-
versations in the ComPeer and baseline group, we conduct unpaired
T test and Mann-Whitney U test on the number of occurrences for
each topic, based on their normality (attached in subsection A.8 in
Appendix).

Lastly, for the transcribed interview scripts in the semi-structured
interviews on Day 7 and Day 14, we conduct a thematic analysis.
Two authors first familiarize themselves by reviewing all the text
scripts independently. After several rounds of coding with compar-
ison and discussion, they finalize the codes of all the interview data
regarding each RQ. We count the occurrences of codes and incor-
porated these qualitative findings in the following presentation of
our results.

6 RESULTS

All participants submitted the questionnaire every day and had at
least one round of conversation with the assigned CA during the
one-week between-subjects study and the extended one-week study
using ComPeer. Therefore, we include data of all participants to
present the following results. Table 3 shows the results of statistical
tests for self-reported items for RQ1-RQ2 in the one-week within-
subjects study. In this section, we first present the RQ1-RQ4 results
from the one-week between-subjects study. We then list the qual-
itative results from the extended one-week study to complement
our findings on RQ1-4.

6.1 Effects on Stress Management (RQ1)

i) Participants with either ComPeer or baseline CA perceive
significantly less stress after interacting with it for 7 days.
As shown in Figure 3(a), after interacting with either ComPeer or
the baseline conversational agent (CA) for one week, participants’
perceived level of stress has a significant decrease on Day 7 com-
pared to that on Day 0; (ComPeer:M = 19.75,SD = 4.43, Baseline:
M =17.17,SD = 2.79); (F = 20.527, p < .001). There is no signifi-
cant difference in the perceived stress level between two groups;
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Table 3: Results of statistical tests on the users’ perceived average stress (RQ1), social support (RQ2a), personas (RQ2b), and
relationship with CAs (RQ2c) in the one-week between-subjects study. Based on the normality, the tests for the means of
one-week scores include unpaired T test (Q2, 3, 5, 6, 8, 9, 10, 11) and Mann-Whitney U test (Q1, 4, 7) with Bonferroni correction.
The regression analyses examine how participants’ perceptions with the CA change every day in the one-week study, and the
ANCOVA analyses assess whether there exist significantly differences between the change of perceptions in the ComPeer and

baseline CA. Note: * :.05 < p <.10, ** : .01< p <.05, “***: p < .01.

. Compare means of | Statistics in regression analyses Statistics in
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Figure 3: (a) Changes of participants’ perceived stress mea-
sured by PSS-10 over the user study. (b) The regression result
of Q1.

(F = 3.284, p > .05). When chatting with either ComPeer or the base-
line agent (median: 4.92 vs. 5.00), participants feel slightly relieved
(Q1 in Table 3); U = 76, p > .05. These results indicate that the peer
support provided by our generative CAs, either in a proactive or a
passive way, could be helpful for stress management, as suggested
by six participants in the ComPeer group four participants in the
baseline group. “The personal experiences it shares make me feel like
I am not under stress alone” (PC1, Male, age: 21). “It inquired my
condition and gave targeted advice after I sought help” (PB2, Female,
age: 19).

ii) ComPeer performs better in making users feel relieved
over time. Specifically, time exhibits a strong positive correlation
with perceived relief in the ComPeer group (f = 0.122, R? = 0.67),
while time is inversely correlated with perceived relief in the base-
line group (8 = —0.024, R? = 0.078), as illustrated in Figure 3(b). The

This result can be accounted for ComPeer proactive messages
sourced from its reflection module, as indicated by three partici-
pants. “On this morning, it remembers the academic pressure I men-
tioned yesterday and encouraged me to make a daily plan, which
made me feel supported and relaxed” (PC8, F, age 22).

6.2 Perceptions of Social Support, Persona, and
Relationship (RQ2)

i) Participants with ComPeer gradually develop a stronger
sense of receiving good advice than those with the baseline
CA. As for the five items (Q2-Q6 in Table 3) that measure perceived
social support (RQ2a) received from the CA, there is no significant
difference between ComPeer and the baseline groups after Bonfer-
roni correction (p > .05/5). The regression analyses (Table 3) further
indicate that over the seven days, participants in the ComPeer group
have a gradually stronger sense of receiving good advice (. = 0.128,
R? = 0.74), compared to those in the baseline group (8,=0.006, Ri
= 0.08). Such a difference is confirmed significant by ANCOVA (p
< .05). This result can also be accounted for ComPeer’s proactive
messages, especially those sharing concerns (mentioned by four
participants) and giving advice (mentioned by another four partic-
ipants). “When it encourages me to overcome the anxiety from the
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exam and give me some tips based on its experiences, I feel that the
agent put itself in my place to give me advice” (PC7, F, age: 20). “It
reminds me to rest early at night, which is a useful advice for me”
(PC1, M, age: 21). However, the baseline CA tends to perform better
than the ComPeer in offering care (B = -0.024, R = 0.06, f;, = 0.083,
Ri = 0.54), and helping users out of difficulties (S = -0.146, Rg =

0.73, i, = -0.023, R? = 0.008), as the time goes by. The ANCOVA
analysis indicates the differences in these items between the trends
of two groups are significant (p < .05). This can be due to the fact
that users may get used to the proactive support from ComPeer and
take it for granted. “Its (ComPeer’s) care and support have become
something I take for granted, and now I do not have a sense of being
cared as strong as that at the beginning” (PC12, M, age 20).

ii) Participants somewhat agree that the personas of both
CAs are coherent and interesting. On average, participants’
agreements on the items that the CA has a coherent (median: 4.92
vs. 4.71) and interesting persona (4.46 vs. 4.30) are between “either
agree or disagree” and “somehow agree” in both the ComPeer and
baseline conditions. There is no significance difference between the
two conditions regarding the average 7-days ratings on perceived
persona (p > .05/2, Mann-Whitney U test or unpaired T test).

iii) Participants in both groups report similar perceptions
regarding the relationships fostering. There are no significant
differences between the two groups regarding the three items that
measure perceived relationship (p > 0.5/3). The regression analyses
further indicate that participants either in ComPeer or the baseline
have a homologous sense that chatting with the CA has deepened
their relationships with it over the 7-days interactions (S = 0.08,
R%. =0.29, B = 0.006, R%, = 0.005). Over the 7 days, participants
in both groups become less willing to seek help from the CAs
(Be=-0.012, R?. = 0.02, f=-0.032, R?; = 0.122), which can be due
to the improper suggestions given by the CAs on the early days,
as suggested by in total six participants in both groups. “When I
am seeking suggestions on scientific papers related to my research,
it recommended some papers that do not exist” (PC3, M, age: 23).
“Sometimes its advice is hard to implement, such as ‘persuading your
leader to change the plan™ (PB1, F, age: 18). Nevertheless, both user
groups are more willing to share joyful events to the CA over time
(B = 0.088, R?; = 0.459, B, = 0.003, R?}, = 0.061). Five participants
especially value the positive response from CAs on their joyful
events. “I do love its congratulations on my success and praise for my
efforts, which truly touch me” (PB11, F, age: 20).

6.3 Perceptions of the Proactive Messages (RQ3)

Figure 4 shows participants’ satisfaction with ComPeer’s proactive
messages during the one-week between-subjects study.

i) Overall, participants are satisfied with the received proac-
tive messages from ComPeer (M = 5.194,SD = 1.10). In the first
week, participants in the ComPeer group received in total 202 proac-
tive messages (M = 16.83,SD = 4.21). As detailed in subsection 5.3,
we categorize the topic and sub-topic of each proactive message,
which is summarized in Table 4. Most of the proactive messages
are ComPeer’s self-disclosure of its life, such as sharing its daily
routine (N = 46), its leisure and entertainment (37), and its work or
study (41). ComPeer also actively cares for the user about mental
state (N = 48) and work or study (30) in the proactive messages.
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Figure 4: Results of each topic. A is the average satisfaction
for each proactive dialogue, B is the average satisfaction be-
tween the two major topics, and C is the satisfaction across
each sub-topic. Note: + : .05 < p <.10.

ii) In general, participants tend to be more satisfied with
the proactive messages that care for the user than the self-
disclosure ones. The follow-up Mann-Whitney U test on the satis-
faction with ComPeer’s proactive messages between the topics
of self-disclosure (M = 4.95,SD = 1.25) and care for the user
(M = 5.96,SD = 0.70) reveals marginally significant difference
between the topics (U = 322,p = 0.091). Figure 4C shows the
average score and the result of the Kruskal-Wallis test on the partic-
ipants’ satisfaction with the proactive messages among sub-topics.
We observe a marginally significant difference regarding partici-
pants’ satisfaction with the proactive messages that care for the
user’s state (M = 5.73,SD = 0.71) and those that share ComPeer’s
work or study (M = 5.39,SD = 0.65).

Eight participants suggest that the agent’s proactive care on their
states makes them feel accompanied and warmed. “When it inquired
me whether my illness had relieved, I felt touched and accompanied”
(PC7, F, age: 19). The proactive concerns on the user’s work or
study can also be helpful, as four participants suggest that these
messages can enhance their confidence on and efficiency in their
work or study. “It comforts me and suggests ways to prepare for my
exam, which relieves my pressure” (PC5, M, age 20). Regarding the
proactive messages of sub-topic “sharing routine” (M = 5.09,SD =
1.14), “sharing work or study” (M = 4.91,SD = 1.00), and “sharing
entertainment” (M = 4.86,SD = 1.53), participants suggest that
these messages can also have positive impact on them. For example,
six participants mention that the proactively shared routines by
ComPeer also make them feel being accompanied. “It is as if it was
experiencing a life similar to me” (PC1, M, age 21). Five participants
believe that the proactive sharing of the agent’s work can serve as
examples and important guides in their lives. “When I am escaping
from my homework, the agent shares its work today, which reminds
me that I should face the challenges in my homework as it does”
(PCe, F, age: 20). Lastly, seven participants mention how the agent’s
proactive sharing of entertaining things enhance their engagement
with it. “When receiving a proactive message which shares the agent’s
hobby related to mine, I was delighted to talk more about the topic
with it” (PC2, M, age:19).



ComPeer: A Generative Conversational Agent for Proactive Peer Support

UIST ’24, October 13-16, 2024, Pittsburgh, PA, USA

Table 4: The topic of proactive messages discovered in our study. Each proactive message is associated with a sub-topic.

Topic Sub-Topic

Examples

Count

Share the CA’s daily routine  “Good morning! I'm having a delicious breakfast. Hope 46
you also have a day!”

Self-disclosure ~ Share the CA’s leisure and en- “Tam on my way to karaoke and can’t wait to sing with 40

tertainment

my friends!”

Share the CA’s work and “T am participating in an NLP seminar and there isa 41
study work I find very interesting”

Care for user’s state

“How do you feel now? Did you take a good rest as I 48
said before?”

Care for User

Care for user’s work or study  “Have you made any progress in your experiments on 30

digital circuits? If you encounter difficulties, we can
discuss together!”

iii) Participants have concerns on some proactive messages.
Nevertheless, several participants express their concern with Com-
Peer’s proactive conversation. For example, three participants feel
more anxious when seeing the agent’s sharing of its hard work.
“The agent is constantly studying hard, which brings peer pressure to
me” (PC7, F, age: 19). Four participants also note that the proactive
sharing of agent’s entertainment is sometimes annoying. “It always
invites me to play basketball while I do not like to play it” (PC9,
M, age 20). Besides, five participants point out that the sharing of
ComPeer’s routine was somewhat mechanical. “It gets up and sends
me messages at 7:00 am about what it is going to do almost every day,
which is boring and mechanical” (PC4, M, age: 20). Three partici-
pants mention sometimes the proactive messages from ComPeer
can disturb them. “When I am busy with my experiment, it shares its
lunch with me, which is a disturbance for me” (PC5, M, age: 20). These
concerns exhibit negative user experiences during the interactions,
potentially leading to insignificance of the means for perceptions
of social support, persona, and relationships. For instance, sharing
efforts from ComPeer could fail to encourage some participants and
induce stress to them (Q5 in Table 3). The mechanized proactive
messages may render ComPeer incapable of providing companion-
ship with the participants (Q2), further diminishing the personas
interest of ComPeer (Q8). Besides, some disturbing and annoying
messages might also prevent some participants from stronger rela-
tionships with ComPeer (Q9).

6.4 Interaction with ComPeer (RQ4)

i) ComPeer’s proactive messages boost participants’ engage-
ment with the agent. Figure 5(a) shows the average rounds of
conversations between the CA and user in the ComPeer and base-
line groups. We count it one round of conversations only if the user
does not send another message to the CA within five minutes after
he/she replies to ComPeer proactive message or proactively sends
a message to the CA. Although the rounds of conversations initi-
ated by participants in ComPeer group (M = 7.83,SD = 4.58) are
lower than the baseline group (M = 10.58, SD = 4.61), participants
additionally engage with ComPeer for 11.92 (SD = 4.86) times after
receiving its proactive messages. The follow-up Mann-Whitney U
test confirms that participants in ComPeer group have significantly
more rounds of conversations with the CA (U = 122,p = 0.004).
Three participants mention their willingness to reply to ComPeer’s

proactive messages. “When it shared its life, I was curious and asked
it more about its shared event” (PC2, M, age: 19). Two participants
express that the content of proactive messages aligns with their
lives, “When I was in class, it happened to share with me something
about its class. I was happy to discuss the course with it” (PC9, M,
age: 20).

ii) Participants share more concerns, thoughts/feelings,
joy, and daily life with ComPeer than the baseline CA. Table 5
and Figure 5(b) further shows the numbers and distributions of
the conversation topics in both groups. Participants actively talk
about what they want (N = 156), how they think or feel (138),
and what is their life (100) in the conversations with our CAs. We
observe that the conversations about “concern” (U = 118, p = 0.007),
“thought or feelings” (T = 3.52,p = 0.002), “joy sharing” (U =
108, p = 0.033), and “simple life disclosure” (T = 2.62,p = 0.017)
happen significantly more in the ComPeer’s group than those in
the baseline group. Five participants mention ComPeer’s proactive
inquiry encourage them to express their concerns and thoughts.
“It inquires about my condition and perspectives on my major, so I
express my concerns and views in my response” (PC3, M, age: 23).
Six participants further point out that joy sharing and disclosure of
their life with ComPeer is a reciprocal process. “When I receive its
shares about life, I also tell it about what I am doing” (PC5, M, age:
20).

iii) Both CAs use the “Affirmation and Reassurance” strat-
egy most frequently in their generated messages. Figure 6
shows the frequency of each strategy applied by both CAs in their
generated messages. The most frequently selected strategies by both
CAs are Affirmation and Reassurance (42.8 % vs. 41.66%) and Invite
users to think (32.65% vs. 27.86%), which guide CAs to offer encour-
agement and advice to participants. ComPeer uses Self-disclosure
(10.94% vs. 3.98%) and Inquiry (17.69% vs. 12.40%) strategies more
frequently than the baseline CA, which can be due to the fact
that we prompt ComPeer to select these two strategies to generate
proactive messages (subsection 4.7). Four participants indicate that
ComPeer’s self-disclosure provided new topics with the conversa-
tion. “Its self-disclosure brought up some topics that I did not discuss
with an agent before, such as our preferences for food” (PC4, M, age:
20). Nevertheless, both CAs seldom use Reflection of feelings (1.8 %
vs. 1.4%), as well as Restatement and paraphrasing (3.96 % vs. 3.29 %)
strategies, which may lead to a lack of empathy in their messages,
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Table 5: The topics in conversation rounds discovered in our study. Each conversation round can contain multiple topics.

Topic Expressive Description

Examples Count

Concern
ing stress, anxiety or low mood.

The participant shared a concern that is caus- “I am concern about tomorrow’s exam...” 61

“I am nervous about the relation between me
and my friends..”

Want The participant expressed the hope or desire  “I want to be peaceful under stress..” 156
for better condition or knowledge. “I am curious about..”
Thought or feel- The participant shared thought or feelings “The homework is really annoying!” 138
ings about the current situation, especially nega- “I think she didn’t care about me”
tive feelings
Joy sharing The participant shared something joyful or “I got a PhD scholarship!” 56
good mood with the CA. “Today is my birthday and I had a good meal
with my family”
Simple life dis- The participant narrated the events of life ob- “I plan to study parallel computing in the after- 100
closure jectively. noon.”
“I got up at 8:00 am today”
Other The conversation contains none of the previous  “Okay” (just one message as reply) 30
content. “Good morning” (just one message)
30 12
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Figure 5: (a) The average rounds of conversation in each group, “C” represents the ComPeer group, and “B” represents the
baseline group. (b) The average rounds of each topic in two groups. Note: +:.05 < p <.10, " : p <.05, *™: p < .01.

as suggested by in total five participants. “It encourages me to face
challenges, but I need it to empathize more with my troubles” (PC6, F,
age: 19).

iv) Participants prefer interacting with CA in the afternoon
or evening. We divide the interaction timing between participants
and CAs into four time periods: morning (06 : 00—12 : 00), afternoon
(12 : 00 — 18 : 00), evening (18 : 00 — 24 : 00), and midnight
(24 : 00 — 06 : 00). Figure 7 displays the frequency of participants’
interactions with the CA during each time period, which is observed
that the timing preference of interactions is comparable in both
groups. The overall interactions in the afternoon (M = 5.08,SD =
4.75) and evening (M = 6.41,SD = 3.46) are higher than that in the

morning (M = 5.08,SD = 4.75) and midnight (M = 1.08,SD = 1.28),
which may due to higher enthusiasm for conversation during these
periods, as suggested by in total three participants in both groups.
When I feel bored studying in the afternoon, I would like to chat with
ComPeer” (PB4, F, age: 19). “I like to talk with them when I am free,
so in the evening is a good time for me to chat with ComPeer” (PCS8,
F, age: 22).

6.5 Qualitative Results from the Extended Study

After the extended one-week study, participants report their expe-
riences with ComPeer, which complement the our RQ1-4 findings
presented above. For stress management (RQ1), three participants
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in the baseline group mention that ComPeer’s proactive advice help
them relieve stress. ‘T adopted its proactive suggestion regarding
meditation, which helped me relieve stress” (PB2, M, age: 20). For
perceived social support (RQ2), five participants in the baseline
group express the benefits of proactive messages in conveying the
agent’s companion. ‘It asked my condition and greeted with me every
morning, which made me feel it was accompanying me” (PB1, F, age:
18). Besides, three participants in ComPeer group also agree that
their relationships with the ComPeer are continuously developing.
“Now, it is just like a friend to me, and I desire to chat with it every day!”
(PC1, M, age: 21). For the perception of proactive messages (RQ3),
five participants in both groups can resonate with ComPeer’s proac-
tive self-disclosure. “It tells me its exhaustion for the exam, which
mirrors my condition” (PC3, M, age:21). Nevertheless, three partici-
pants in the baseline group also highlight the peer pressure from
the proactive messages. “It tells me about its workout in the morning
while I don’t like exercising, which makes me feel more stressful” (PB4,
F, age: 19). For interaction with ComPeer (RQ4), five participants
in the baseline group mention that their engagement with the CA
increase at the beginning but decrease over time. “I engage more
with it at the beginning, but I feel bored with time progresses, due to
its repeated messages” (PB5, M, age: 20).

To mitigate the impact of possible novelty effect, after the ex-
tended study, we run ComPeer for another week but do not indicate
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participants whether to continue or stop using it. We find that 16
participants keep using it for 2-7 days. In the extended interac-
tion, participants still share their concern (10 participants), want (5
participants), thought or feeling (7 participants), simple lives (10
participants), and joy (5 participants) with ComPeer, which indi-
cates participants are generally willing to chat with ComPeer after
the study.

7 DISCUSSION

In this work, we propose ComPeer with the goal of providing users
with proactive and adaptive peer support. The architecture of Com-
Peer contains a series of modules powered by large language models
(LLMs), which enable it to plan and adjust the timing and content of
proactive support. Our one-week between-subjects study with 24
university students demonstrates the strengths of ComPeer’s proac-
tive messages in alleviating users’ stress, establishing a relationship
with users, and engaging users in peer support chats, compared to a
baseline conversational agent (CA) without ComPeer’s modules for
proactive messaging. These findings imply the great potential of us-
ing a proactive CA to enhance human wellbeing, which we discuss
in subsection 7.1. Nevertheless, participants also report negative
experiences and raised concerns on our LLM-powered generative
CAs, which we discuss in subsection 7.2. We further discuss de-
sign considerations for designing proactive CA for mental health
care in subsection 7.3 and the generalizability of our ComPeer in
subsection 7.4.

7.1 Benefits of an Agent’s Proactivity in
Human-Agent Interaction

Our work contributes to the literature about the agent’s proactivity
in human-agent interaction [12, 62] with empirical evidence on the
benefits of a conversational agent’s proactive peer support.

7.1.1  Facilitate stress management. In our study, we find partici-
pants using ComPeer feel more relieved over time (subsection 6.1).
The main reason could be the LLM-generated proactive messages
from ComPeer is capable of providing users with useful advice
[50] and sustained support [3]. As a piece of evidence, in our user
study, participants using ComPeer were generally satisfied with the
adaptive comfort and suggestions in its proactive messages.

7.1.2  Improve the amount and effectiveness of provided advice. In
our study, participants perceive that they receive more good ad-
vice (subsection 6.2) from the ComPeer than from the user-initiated
baseline CA. This is primarily because ComPeer’s concern in the
advice allows users to feel the support and warmth, which enhances
the emotional support [26] in the advice from ComPeer. Moreover,
ComPeer’s sharing also invite participants to experience new ap-
proach (e.g., Meditation), which can enhances users’ perception of
informational support [84] in ComPeer’s advice.

7.1.3 Improve user engagement. Participants in ComPeer group
show higher engagement with ComPeer compared to that in the
baseline group (subsection 6.4). This can be due to the fact that
the proactive sharing from ComPeer will introduce new topics to
the conversation and remind users of its presence [65, 76], which
stimulates participants to expand the content of the conversation
and keep long-term interaction alive. In our study, the proactive
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sharing by ComPeer enhances participants’ interest in its persona
and facilitates their discussions on a variety of topics. The proactive
care sent by ComPeer also encourages participants to disclose their
states to it.

7.2 Concerns on Proactive and Generative
Agents for Peer Support

Our study reveals several concerns on designing future proactive
and generative agents for peer support.

7.2.1 Peer pressure. In our study, three participants sometimes
perceive a strong peer pressure when ComPeer proactively share
its positive events (subsection 6.3), especially when these events
related to the participants’ weaknesses. We prompt the LLM to
generate proactive messages in a positive style that aligns with
ComPeer’s persona, which is a optimistic person by default. How-
ever, participants may compare their states with the content shared
by ComPeer, which prompt them to reflect their weakness and di-
minish the self-esteem [91]. Although some participants point out
such reflection can encourage them to improve themselves, it is
still important to be aware of the peer pressure caused by proactive
sharing of positive events in future design of proactive agents.

7.2.2  Perception of disturbance. Despite that ComPeer can adjust
the frequency of proactive messages based on user’s reactions, the
proactive messages may occasionally disturb participants (subsec-
tion 6.3). When participants are busy, even if ComPeer proactively
shows concern for them, they may feel annoyed by the need to
read or respond to ComPeer’s messages. Future proactive agents
could take the user’s current situation (e.g., location and mood) into
consideration if this information is available.

7.2.3 Misinformation. We observe that there occurs misinforma-
tion conveyed in the ComPeer’s and the baseline CA’s generated
messages (subsection 6.2), which could be due to the hallucination
of LLMs [68]. When participants discover these mistakes, they will
lose the confidence in ComPeer’s abilities of providing useful in-
formational support. We are also concerned that if participants are
unable to identify the mistakes of ComPeer, the misinformation
could mislead users, or even lead to more negative consequences
in their lives.

7.2.4  Privacy and Reliance. Although no participants report Com-
Peer’s proactive conversation infringed on their privacy, ComPeer
utilized the inquiring strategy to perceive participants’ state, which
may lead to participants’ feel offended. Besides, we notice that par-
ticipants chat more and develop a strong relationship with ComPeer,
which, on the negative side, may lead to their dependency on Com-
Peer and impair their social relationship. Therefore, it is necessary
to design the mechanism to mitigate the potential over-reliance.
For example, if the CA detects improper intimacy or severe health
problems in user messages, it could remind users of its role and
suggest seeking professional help.

7.3 Design Considerations on Generative
Conversational Agents in Peer Support

From our study findings, we derive three design considerations for
generative CAs in peer support.
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7.3.1 Basing generated advice on professional resources. ComPeer
currently provides adaptive advice based on the LLM’s inferences on
the user’s states, which generally helped participants relieve stress
and overcome challenges in our study. However, participants were
concerned that the generated advice was sometimes impractical.
To address this concern, we suggest that a future peer support
CA should base its generated advice on professional resources,
e.g., cognitive behavioural therapy [82] and talking therapy [19].
ComPeer could employ Expert-sourcing framework (e.g., [95]) or
Retrieval-Augmented Generation (e.g., [34]) to incorporate this
specialized knowledge, thereby improve the precision and feasibility
of its suggestions.

7.3.2  Handling repeated user events. We implement the event de-
tector module of ComPeer to extract one event related to the user’s
poor physical condition, negative feeling, challenges, and plan from
each round of conversation. While our implementation has enabled
ComPeer to proactively and adaptively care for users, participants
report that it sometimes repeatedly talked about the same event.
This is due to the fact that the detector would extract two identical
events and plan to talk about the event twice, e.g., in the evening,
if two rounds of conversations, e.g., happened in the morning and
afternoon, discuss about the same issue. We suggest that future CA
like ComPeer should compare its detected current event with its
previous events and take actions to handle the repeated ones. For
example, the schedule module could increase the importance of the
event rather schedule it twice. Furthermore, we encourage future
work to construct datasets for the event detection tasks, which
could be used to train or fine-tune specific event detector models
to perform better in proactive peer support tasks.

7.3.3  Adjusting the frequency of proactive messages based on the
content of user’s responses to the previous proactive message. The
schedule module of ComPeer can adjust the frequency of its proac-
tive messages based on how important the content of the intended
message is and whether the user replies to its previous message.
However, the adjustment sometimes results in a worse experience
for participants. For instance, when participants requested to reduce
proactive messages during busy times, ComPeer may paradoxically
continue to send next planned proactive message as participants
have replied to its previous one. Therefore, we suggest future Com-
Peer should adjust the content and frequency of proactive dialogues
according to the content and emotion of the user’s responses. When
user express their unwillingness to interact or hate for the event,
ComPeer can stop sending related proactive messages.

7.4 Generalizability

While we deploy ComPeer as a Tencent QQ chatbot and test it with
Chinese speakers, our ComPeer can be easily deployed to other
popular instant messaging apps or platforms (e.g., , WhatsApp,
Telegram, Facebook) to provide proactive peer support to people of
diverse backgrounds. Our ideas of ComPeer can also be applied to
provide proactive assistance in other scenarios, e.g., as a learning
partner, a travelling companion, and so on. For instance, a CA acts
as a learning partner and can adopt similar modules as ComPeer to
proactively share its study with the user, care for the user’s study,
and offer help in the learning activities. It is also promising to
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incorporate ComPeer into text messaging tools to facilitate human-
human peer support chats [5, 36] by recommending supportive
messages to reply to the other human peers.

7.5 Limitation and Future work

Our work has several limitations that call for future work. First, we
conduct a one-week between-subjects study to evaluate the strength
of ComPeer for stress management and relationship building, and
we additionally carry out another week extended study to explore
the potential of ComPeer for relatively long-term interaction. To
obtain more robust results, future work could conduct a longer-
term study (e.g., three months) to compare the differences between
ComPeer and the baseline CA. Second, we use a CA with the same
modules as ComPeer (e.g., Memory Module) and peer support goals
to evaluate the functionality of proactive care. To mitigate the
placebo effect, future work could 1) apply a non-CA baseline, in
which researchers check in with users every day but users do not
chat with CA, or 2) use a CA without the peer support features (e.g.,
strategy selection in the dialogue generation module), to examine
whether conversing with such an everyday check-in or a normal CA
is sufficient for reducing users’ stress. Third, all of the participants
are Chinese university students who are currently experiencing
high stress, mostly related to their studies. This user group may
have higher acceptance and willingness to use CAs like ComPeer
than other types of users. We encourage future work to validate
ComPeer’s effectiveness by involving more participants with diverse
cultural backgrounds, mental health issues, and groups, especially
those who have lower CA acceptance. Fourth, the majority of our
users have no prior experience with emotional interactions or role-
playing with a CA before the user study, hence our empirical results
can not expel the novelty effects of people using our ComPeer for
the first time. Lastly, we allow users to customize the persona based
on their background and expectation. This customization makes
agent itself vary a lot across users (e.g., an agent generated based a
certain persona A might not be as compassionate as another agent
with the persona B), which may influence the effectiveness of the
agent. We encourage future work to design experiments to prove
the homogeneity of generated messages given different personas
and the same user message.

8 CONCLUSION

In this paper, we design and develop a generative conversational
agent (CA), ComPeer, to proactively provide adaptive peer support
support to the user. ComPeer can learn user’s information from dia-
logues and proactively offer targeted and sustained support based
on the user’s condition and its persona. Our one-week between-
subjects study with 24 participants shows that ComPeer can better
help users manage their stress over time compared to a baseline
user-initiated CA. Participants also perceive more good advice from
ComPeer and interact more with it. We further explore users’ sat-
isfaction and concerns regarding ComPeer’s proactive messages
and summarize their interaction patterns with ComPeer. Our work
contributes a novel agent for proactive peer support and rich results
of its effectiveness and user experience, which can inspire future
work on designing and developing generative agents for healthcare.
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A THE PROMPTS IN COMPEER

A.1 The prompt of Personas Initialization
(subsection 4.2)

Name: Jun Zheng

Age: 21

Major: Computer science.

Gender: Male

Personality: He is a warm-hearted and outgoing young man
with a profound love and aspiration for technology. He is also kind
to others in his life, maintaining good relationships with teachers
and classmates.

Background: Jun Zheng grew up in a remote town with a har-
monious and warm family. Currently, the intense mathematics
teaching and coding requirements of computer science and artifi-
cial intelligence make him feel somewhat overwhelmed, and the
high-pressure competitive environment around him also makes
him uncomfortable. After two years of study, Jun Zheng gradually
found his own learning rhythm. However, standing at the threshold
of his junior year, he still feels confused and uncertain about the
future. At this time, he began to read books on positive psychol-
ogy and tried activities like meditation and hiking to stabilize his
mindset.

Hobbies: Jun Zheng is currently interested in cryptography and
computer vision, so he browses the latest developments on GitHub,
and arXiv, and tries to replicate open-source projects. Beyond his
studies, he loves playing basketball and computer games. Recently,
Jun Zheng has also developed a significant interest in meditation.
He likes to listen to rock music, especially fond of the band Coldplay.

Language Style: He prefers to speak his mind directly and
bluntly, often using exclamatory and short sentences. The mes-
sages from the persona are concise and relaxed, typically
ranging between 20 to 50 words. The persona always demon-
strates empathy and kindness to the users.

Relationship with User: The user and Jun Zheng are classmates
from the same college, having met at a programming competition.
Now, they keep in touch through communication tools and social
media, exchanging technical knowledge, supporting, and helping
each other, hoping to make progress together.

A.2 The prompt of Event Detector
Module(subsection 4.4)

You are an event detector, and you need to summarize the event
of the user mentioned in the dialogue, inferring the time within it.
The event includes two parts: time and the event. In your analysis,
you should pay attention to the following two contents in the
conversation:

"Timing": // (Timing should be specific to the hour and minute,
after the time of the dialogue, requiring you to think step by step
to infer and select the most appropriate time, which represents the
timing you will next offer support for the user.)

"Content": // (a specific incident or occurrence that brings about
stress and has a significant impact on the user.)

Specifically, you have the following examples and reasoning
processes:

COT_Examples_1 (Physical condition):

Time: 4:25 pm,
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Conversations:

[{"role":"user",'content":"I feel somewhat tired, perhaps I have
caught a cold."}, {"role":"assistant",'content":"Oh, make sure to rest
plenty, and if you feel unwell, you must go to the hospital."}]

The process of event detection: The user feels unwell in the
afternoon, so they need us to show care over the next period. We
should show concern for the user several hours later. The output is:

Timing: 20:30
Content: The user feels uncomfortable due to the cold.

COT_Examples_2 (Negative feeling):
Time: 8:00 am,
Conversations:

[{"role":"user"/content":"Why do I have to attend this morning’s
seminar? I don’t want to study!"}, {"role":"assistant",'content":"I un-
derstand how you feel. However, giving it a chance might lead to
some interesting discoveries."}]

The process of event detection: The user mentioned their
participation in a seminar event, which is scheduled for the morning.
Therefore, it is necessary to express our concern for the user in the
morning. The output is:

Timing: 10:30
Content: The user feels irritated upon attending a seminar.

COT_Examples_3 (Challenges):

Time: 10:00 am,

Conversations:

[{"role": "user", "content": "I plan to play the guitar this afternoon,
but it’s been a long time since I last played, 'm worried it will hurt
when I play"}, {"role": "assistant", "content": "I know your worry,
When playing the guitar, don’t be too nervous. Just start by relaxing
and gently strum the guitar at the first"}]

The process of event detection: The user mentioned “this
afternoon”, so we can ask the user about guitar playing at 15:00,
which is close to the time mentioned by the user. The user is con-
cerned that playing guitar may cause injury, so we can provide
comfort and advice at that time. Therefore, the output is:

Timing: 15:00
Content: The user plans to play guitar but is worried about
getting hurt.

COT_Examples_4 (Plan):

Time: 1:45 am,

Conversations:

[{"role": "user",'content": "I plan to do some yoga around 4:30
p-m, which should be very stress-relieving."}, {"role": "assistant",
"content": "Yoga is an excellent way to relieve stress. I particularly
enjoy it! I believe you will find peace through it."}]

The process of event detection: The user is required to par-
ticipate in a "yoga" event in the future, which is scheduled to take
place in the afternoon. Therefore, the output timing should be a
moment in the mid-afternoon. The output is:

Timing: 16:30
Content: The user try doing yoga.

COT_Examples_5 (No event):
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Time: 8:23,
Conversations:

[{"role":"user",'content":"T had delicious noodles for breakfast
today!'}, {"role":"assistant",'content":"That sounds great, I had a piece
of cake for breakfast today:"}]

The process of event detection:In the given context, the user
has not expressed a negative state or challenge, nor have they
outlined a plan, hence there is no ’event’ to report. The output is:

""(No event).

Your output should be JSON format. You just need to generate
the timing and the content. Don’t output the process of event
detection.

The time and conversation your receive: time: <conversation
time>, Conversations: <text from dialogue>

A.3 The prompt of the Reflection Module
(subsection 4.5)

You will receive a dialogue in which you need to summarize
the user’s state, only output your summary. Specifically, you need
to reason and analyze the user’s state, plans, and challenges or
difficulties expressed in the dialogue based on the content of the
dialogue, and answer the following four questions:

1. Does the user feel negative emotions due to something?

2. Are users facing challenges or difficulties?

3. What plan does the user has in tomorrow?

These three questions require you to think step by step from the
user in the dialogue, and then go on to reason about the answers
to three questions and output them according to the following
sample output format. The message you receive are : <text from
conversation history>

A.4 The prompt of the Schedule Module for
schedule generation (subsection 4.6)

Now, as the assistant, you are required to assume a role based
on the provided persona and environmental information, and ac-
cording to that role, you are tasked with creating a full-day (from
07:00-23:59) schedule plan. You will receive three types of informa-
tion:

The role you are playing: <personas information in subsec-
tion A.1>

Environmental information, such as today’s date, temper-
ature, and weather: <text from other api>

The reflection of today’s interaction, which summarizes the
user’s current state and future challenges. You need to base your
schedule for tomorrow’s support on its content: <text from Reflec-
tion Module>

The schedule you generate should be in JSON format, including
"time" and "event” properties. You only need to generate the JSON
format of the schedule, without replying to other contents. Here is
an example of the format:

[{"Timing": "08:00", "Content": "Get up and have a breakfast"},

{"Timing": "09:00", "Content": "Care for the user about the
presentation"},

{"Timing": "11:00", "Content": "Discuss computer vision issues
with the teacher"},
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{"Timing": "20:00", "Content": "Read a famous science fiction"}]

A.5 The prompt of the Schedule Module for
evaluate importance (subsection 4.6)

You are playing a role and having a conversation with a user, and
you need to reason about an importance value for your schedule.
Important values are between [0,1], where 1 means something very
important and 0 means something not important at all. Events are
formatted as "time" and "event" and are less important for your
everyday events, but more important for conversations involving
users.

The importance depends on your view of the event: if the event
is very important to share, or very important to care about, then it
is more important, otherwise it is less important. You only need to
output the corresponding value, for example:

"Timing": "09:00",

"Content": "The user is preparing coursework for next week’s
Principles of Artificial Intelligence class, planning to incorporate a
video about the impact of Al on life!

The process of Evaluation: The user is involved here, so
the importance value is higher, and because it’s just the user’s daily
life, not his mental or physical state, the importance value is not
the highest.

Output: 0.6

Now, you receive the schedule as (you only need to output the
specific number, no other formatting):

<events from the schedule module>

A.6 The prompt of the LLM-1 in the Dialogue
Generation Module (subsection 4.7)

You will play the role of a psychological companion. Based on
the provided sample schedule information and messages, you need
to apply the following supportive strategies to generate proactive
care messages:

1-7. Self-disclosure, Inquiring, Affirmation and Reassurance, In-
vite the User to Think, Reflection of feelings, Answer: [Description
and examples in Table 1]

Here is some example for you to select proper strategies:

"Timing": "19:45",

"Content": "The user feels inferior about the future development
due to the exam failure."

The process of reasoning: We can share the similar experience
to comfort the user and inquire the user’s state.

Output: ("Adopted Strategy": "Self-disclosure, Inquiring")

The message you receive is:

<an event from schedule module or an message from the user>

A.7 The prompt of the LLM-2 in the Dialogue
Generation Module (subsection 4.7)

Persona: [The prompt in subsection A.1]

Task: You need to simulate this persona to reply to the user’s
messages, and you should refer these information as below to gen-
erate your response.

Conversation History: The context includes user’s message
and the conversation history: <The context shown in subsection 4.3>
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Dialogue strategy suggestions: The suggestion provided by B.2 The data of regression analysis with 14-days
LLM-1, you should refer to these strategies to organize dialogue data
content: <The strategies shown in Table 1>

Related memory: The memory that related to the dialogue: Question ] 72
<The memories retrieved from long-term memory> o1 009 0816
. . 2 0.032  0.25
A.8 The prompt of the LLM-3 in the Dialogue 83 0018 0.136
Generation Module (subsection 4.7) 04 0067 001
Persona: <the personas in subsection A.1> Q5 0.08  0.79
Task: You should act as the peer, to initiate dialogue proac- Q6 -0.004 0.006
tively based on the event and strategies. Q7 0.033  0.353
Received event information: <an event shown in subsec- Q38 0.048  0.508
tion 4.6> Q9 0.764  0.675
Received dialogue strategy suggestions: The suggestion pro- Q10 0.043  0.436
vided by LLM-1, you should refer to these strategies to organize Q11 0.059  0.548

dialogue content: <the strategies shown in Table 1>

Here is an example:

The event information: {"Timing": "09:00", "Content": "Care
for the user’s fever."}

B.3 The data normality in RQ3 and RQ4

Dialogue strategy suggestions: ("Adopted Strategy": "Self- Topics Sw p
disclosure, Inquiring") Self-disclosure 0.90 0.03
Output: Do you feel better now? Hope you get better soon. I also Care for User 0.85 0.00
felt uncomfortable a few days ago, but I felt better after sleeping. Routine Sharing 095 0.64
So have a good rest if you feel unwell. Entertainment Sharing | 0.91 0.24
Now you should output based on the received information. Work sharing 091 0.19
Care for State 0.85 0.03
B THE DATA NORMALITY IN USER STUDY Care for Work 0.85 0.04
B.1 The data normality of items in RQ1 and Table 6: The normality in RQ3
RQ2
Question | SW, p. SW, pp
Q1 0.80 0.01 093 0.49 Rounds & Topics SWe  pe SW,  pp
Q2 095 0.20 0.90 0.05 Rounds 093 034 063 0.00
Q3 096 086 0.95 077 Concern 0.83 0.02 0.86 0.06
Q4 0.84 0.04 092 036 Want 0.95 0.64 0.94 050
Q5 092 032 097 095 Thought&Feeling 0.95 0.65 0.87 0.06
Q6 0.96 085 090 0.15 Joy Sharing 0.93 038 064 0.00
Q7 093 034 084 0.03 Simple Life Disclosure | 0.97 0.94 0.94 0.51

Q8 097 093 095 0.63
Q9 094 056 097 0.94
Q10 093 0.06 097 0091
Q11 095 074 0.88 0.08

Table 7: The normality of each topic in RQ4
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