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RoadNet: Learning to Comprehensively Analyze
Road Networks in Complex Urban Scenes from
High-Resolution Remotely Sensed Images

Yahui Liu

Abstract—1t is a classical task to automatically extract road
networks from very high-resolution (VHR) images in remote
sensing. This paper presents a novel method for extracting road
networks from VHR remotely sensed images in complex urban
scenes. Inspired by image segmentation, edge detection, and
object skeleton extraction, we develop a multitask convolutional
neural network (CNN), called RoadNet, to simultaneously predict
road surfaces, edges, and centerlines, which is the first work
in such field. The RoadNet solves seven important issues in
this vision problem: 1) automatically learning multiscale and
multilevel features [gained by the deeply supervised nets (DSN)
providing integrated direct supervision] to cope with the roads in
various scenes and scales; 2) holistically training the mentioned
tasks in a cascaded end-to-end CNN model; 3) correlating the
predictions of road surfaces, edges, and centerlines in a network
model to improve the multitask prediction; 4) designing elaborate
architecture and loss function, by which the well-trained model
produces approximately single-pixel width road edges/centerlines
without nonmaximum suppression postprocessing; 5) cropping
and bilinear blending to deal with the large VHR images with
finite-computing resources; 6) introducing rough and simple
user interaction to obtain desired predictions in the challenging
regions; and 7) establishing a benchmark data set which consists
of a series of VHR remote sensing images with pixelwise
annotation. Different from the previous works, we pay more
attention to the challenging situations, in which there are lots
of shadows and occlusions along the road regions. Experimental
results on two benchmark data sets show the superiority of our
proposed approaches.

Index Terms—Benchmark data set, bilinear blending, cen-
terline extraction, convolutional neural networks (CNNs), edge
detection, image segmentation, loss function, road network
extraction, user interaction.
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I. INTRODUCTION

UTOMATIC road extraction from remotely sensed

images plays an important role in the urban design,
georeferencing, vehicle navigation, geospatial data integra-
tion, and intelligent transportation system. However, it is
extremely time consuming and tedious to manually label
roads from the very high-resolution (VHR) images. Unsu-
pervised learning-based methods, which often depend on
several predefined features, have proved prone to failing in
heterogeneous regions and achieved low accuracy. Recently,
the supervised deep learning methods, such as convolutional
neural networks (CNNs), have achieved the state-of-the-art
performances in many high-level computer vision tasks, such
as image recognition [1]-[3], object detection [4]-[6], seman-
tic segmentation [7]-[11], edge/contour detection [12]-[14],
and skeleton extraction [15]. With the development of CNNs,
automatic road extraction from VHR images tends to be an
economic and effective method.

In general, the road network extraction consists of three
subtasks: road surface segmentation, road edge detection, and
road centerlines extraction, as shown in Fig. 1, which involves
several vision issues: semantic segmentation, edge detection,
and object skeleton extraction. Therefore, it turns out to be
a challenging task. Road surface segmentation is to extract
the road pixels out [16]-[24]. We try to extract complete
road surface segmentation even in some extreme situations
(e.g., shadows and occlusions) that is of great difference from
the previous studies. There are two main reasons that lead
to the heterogeneous regions in road area: 1) buildings and
avenue trees along the road can come into being shadows;
2) cars, buildings, and avenue trees can lead to occlusions.
They make the road network extraction difficult and challeng-
ing. However, most of the current methods ignore or avoid
the above-mentioned issues, in which the published benchmark
data sets are elaborately selected in the urban areas. Road edge
detection is to extract single-pixel width road boundaries [25],
which is an important function for driver assistance systems.
It is well known that fully CNNs [8], [9], [11] usually fail in
the regions of heterogeneous objects, especially the boundary
areas, and generate rough segmentation boundaries. We pro-
pose that the road surface segmentation results are gained from
the road edges, in which some meaningful low-level features
are learned to obtain refined prediction. Road centerlines
extraction is a widely used way to represent road networks.
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Fig. 1. Road network analysis in complex urban scenes from VHR images
at a large scale. Our extracted road surface segmentation (blue), road edges
(green), and road centerlines (red) are overlaid over the raw image. Different
from previous studies, we pay more attention to the complex urban regions,
where shadows and occlusions are very common. Our model predicts pretty
good results in these scenes.

For most previous centerline extraction methods [26]-[31],
two steps are included to obtain the final road network. First,
various algorithms are applied to get the homogeneous road
segmentation. Then, a centerline extraction algorithm is used
to obtain the final road centerline network. On the whole,
the information and memory consumption of road surface are
much larger than the ones of road edge, which in turn is much
bigger than the ones of road centerline.

In this paper, we propose a road network extraction system
based on deep CNNs, which consists of three fully convo-
lutional networks (FCNs) and predicts the above-mentioned
three subtasks simultaneously. We explore the latest technolo-
gies to improve the performances of the proposed model.
The main contributions of our approach are highlighted as
follows.

1) We propose a multitask pixelwise end-to-end CNN,
RoadNet, to simultaneously predict road surfaces, edges,
and centerlines. RoadNet automatically learns multiscale
and multilevel features and is holistically trained in a
specially designed cascaded network, which can deal
with the roads in various scenes and scales.

2) Above-mentioned subtasks are correlated during the
training phase, in which the prediction of road surface
segmentation is applied to both the road edge detection
and road centerline extraction. On the one hand, the fine
road surface segmentation facilitates road edge detection
and road centerline extraction, which can be treated as an
ideal initialization with a few complicated backgrounds.
On the other hand, the accurate edges/centerlines of
roads refine the segmentation boundary, especially the
road edges.

3) Architecture and the loss function of the proposed net-
work are elaborately designed. Hence, the well-trained
model can produce approximately single-pixel width
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road edges/centerlines without nonmaximum suppres-
sion (NMS) postprocessing.

4) Simple user interaction approach is provided to solve the
challenging regions with shadows and occlusions along
the road, which is the first work in such field.

5) We develop a cropping and bilinear blending approach
to cope with the large VHR images that are impossible
to holistically train or test with finite-GPU resources.

6) A challenging benchmark data set for such multiple
tasks is published, which contains images and their
corresponding reference maps with 0.21-m spatial res-
olution per pixel covering 21 typical urban areas with
complicated backgrounds.

The remainder of this paper is organized as follows.
Section II reviews some related works of road network detec-
tion. The details of our proposed RoadNet is presented in
Section III. Section IV introduces the proposed benchmark
data set. Experiments, including evaluation metrics and perfor-
mances, are provided in Section V. Conclusion and discussion
are drawn in Section VI.

II. RELATED WORKS

In this section, we briefly discuss some prior works in
road detection field, especially the recent deep learning-based
works. In the previous works, road network detection is just
confined to one or two of the mentioned subtasks (e.g., road
surface segmentation [17], [21], [23], road surface segmen-
tation and centerline extraction [32], and road centerline
extraction [28], [31], [33]) with the VHR images (spatial
resolution around 1 m). Especially, most previous works
pay attention to extract road surface and road centerline.
We first propose to comprehensively analyze road networks
with higher resolution remote sensing images (0.21 m) in
this field. Since visually salient road regions correspond to
a variety of visual patterns, designing a universal approach
to solving these tasks is difficult, especially in the cases
with complicated backgrounds. It makes sense that extracting
accurate road networks, including surface, edge, and cen-
terline, from VHR images involves the visual perception of
various “levels” [34]. Therefore, the traditional road detection
methods [17], [18], [35] satisfy this requirement so that they
suffered a series of problems in practice. Deep CNNs are
powerful visual models that yield hierarchical features, which
provide an ideal method to aggregate multiple “levels.” Some
attempts, e.g., [23], [32], [36]-[40], have applied deep CNNs
to extract road networks and show promising performances.

Mnih and Hinton [16] proposed a patch-based restricted
Boltzmann machines (RBMs) for road surface segmenta-
tion, in which the features obtained via principal component
analysis (PCA) was set to the input. RBM was applied to
learn from the PCA vectors and a postprocessing network
was used to refine the incorporating structure, such as road
connectivity to be the final road network. Mnih [36] applied
a small CNN architecture and a postprocessing approach—
conditional random fields (CRFs)—to achieve better pre-
dictions. References [37]-[39] explored deeper patch-based
CNNs to improve the accuracy but ignored the consecu-
tiveness over patches. Hence, the predictions of adjacent
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Fig. 2. Architecture of the proposed model. It consists of three CNNs: road
surface segmentation network (blue, CNN1), road edge detection network
(green, CNN2), and road centerline extraction network (red, CNN3).

patches usually appear poor continuity. Maggiori et al. [41]
applied the architecture of FCNs [8], which uses upsam-
pling/deconvolution operators to produce dense pixel-based
classification. Panboonyuen er al. [23] developed the Seg-
Net [11] architecture and applied the landscape metrics and
CRFs methods to refine the predictions. Cheng et al. [32]
first proposed a framework based on SegNet [32]—used the
encoder—encoder architecture—to simultaneously predict road
surface and centerline with a cascaded architecture, which is
the most related work to ours. In Cheng et al.’s [31] method,
an efficient NMS-based method is proposed to obtain smooth,
complete, and single-pixel width road centerlines, which is
not the aim of this paper but to explore one fast and efficient
implementation for the multiple tasks.

Recent several fundamental works in computer vision,
e.g., semantic segmentation [8], [9], [11], edge/contour detec-
tion [12]-[14], and skeleton extraction [15], have achieved
promising performances. Especially, holistically-nested edge
detection (HED) [12], which achieved the state-of-the-art
performances on edge/contour detection, applied FCN [8] and
deeply supervised net (DSN) [42] to learn meaningful features
from multiple level layers in a single-trimmed VGG-16 net. Its
integrated learning of hierarchical features was in distinction
to previous multiscale approaches, which can be applied to
the road detection task. Therefore, RoadNet is inspired by
the these latest methods [12], [32], [42], [43] and achieves
competitive performances.

III. PROPOSED METHOD

In this section, technologies applied in the proposed method,
including architectures or RoadNet, loss function, supervision
method, user interaction, bilinear blending, and training con-
figuration, are discussed in detail.

A. RoadNet Architecture

We formulate road network extraction as a series of binary
image labeling problems, where “1” and “0” refer to positive
(road surface, edge, or centerline) pixel and negative one,
respectively. Such applications are tasks that require both
high-level features and low-level cues [13]. Our architec-
ture, as showed in Fig. 2, is a cascaded deep CNN and
contains three CNNs: road surface segmentation network
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Fig. 3. Details on the proposed architectures of the three CNNs. It contains
two architectures. (a) CNNI1. (b) CNN2 and CNN3. “K x K” refers to

receptive field size and “s” is denoted as stride. Both of them aggregate

hierarchical features acquired from multiple convolutional layers.

(blue, CNN1), road edge detection network (green, CNN2),
and road centerline extraction network (red, CNN3). In gen-
eral, the CNN1, CNN2, and CNN3 can be set to any semantic
segmentation CNNs [7]-[9], [11]-[13]. Here, we design a
fast and efficient architecture, which aggregates hierarchical
features acquired from multiple convolutional layers, inspired
by VGG-16 [2] and HED-net [12]. The detailed architectures
of the three networks are presented in Fig. 3.

As for the CNNI1, we use the 13 convolutional layers
that correspond to the first 13 convolutional layers of the
VGG-16 which is designed for object classification. The fully
connected layers and fifth pooling layer are discarded due
to the following reasons: 1) we expect the meaningful side
output with different scales, and a layer after the fifth pooling
yields a too small output plane (the interpolated prediction
feature map is too fuzzy to generate a refined result) and
2) the fully connected layers are computationally intensive,
which is memory/time consuming [12]. The reserved part is
modified to be a holistically nested network, which comprises
a single-stream deep network with multiple side outputs.
It contains the following three modules.

1) Stage {1,...,5}, a single-stream deep network derives
from VGG-16, which is applied to learn multiscale
features and different levels of visual perception.

2) Side outputs, a 1 x 1 — 1 conv layer follows each
last conv layer of every stage. Then, an upsampling
layer is applied to up-sample the feature map. Then,
a loss/sigmoid layer is connected to the upsampling
layer in each stage to get the corresponding loss/output.

3) Fusion, all the upsampling layers are concatenated by
a concat layer. Then a 1 x 1 —1 cono layer is applied to
fuse the feature maps obtained from each side output.
Finally, a loss/ sigmoid layer is followed to get the
fusion loss/output.
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In stages 1-5, each conv layer is comprised of convo-
Iution and scaled exponential linear units (SeLUs) [43].
Here, the convolution is a process with a filter bank to
produce a set of feature maps. The SeLU is an activation
function, which is close to zero mean and unit variance that
are propagated through many network layers will converge
toward zero mean and unit variance. It is proved that the
SeLLU allows to: 1) train deep networks with many layers;
2) employ strong regularization schemes; and 3) to make
learning highly robust. The spatial pooling is carried out by
a max pooling layer, which follows the last conv layer of
each stage (not all the conv layers are followed by plane size
reduction operation). The feature map size reduction operation
is achieved by a stride 2 block: a max pooling with 2 x 2 pixel
filter. It is used to achieve translation invariance over small
spatial shifts in the image, which can also increase receptive
field size for the deep conv layers, which gains to learn more
abstract features. In the side output part, high-dimensional
feature maps are reduced to 1 depth by a conv layer with
1 x 1 kernel and 1 output depth. Here, the conv layer is
just a common convolutional layer without nonlinear units
following. For simplicity, we fix all the upsampling layers
to bilinear interpolation. Although [8] points out that one can
learn arbitrary interpolation functions, [12] finds that learned
deconvolutions provide no noticeable improvements for such
tasks. In the fusion part, the concat layer is a utility layer that
concatenates its multiple input blobs to one single-output blob.
Then, the followed conv layer that its weight is a constant
value Details on the loss part are shown in Section III-B, and
the auxiliary supervision of the side output module is presented
in Section III-C.

As for the CNN2 and CNN3, we modify the CNN1 archi-
tecture in the four aspects: 1) concatenating the feature maps
of the fusion layer in the CNN1 and raw image as the input;
2) reducing the output depth by one half for each conv layer
in stages 1-4; 3) discarding the third convolutional layers of
stages 3 and 4; and 4) discarding the total stage 5 and its
corresponding side output module. It is obvious that CNN2 and
CNN3 are smaller than CNN1, which is designed for the
following two reasons.

1) The complex network CNNI1 is designed to learn fea-
tures on road surface segmentation. Hence, there are
less complicated backgrounds than the raw image in
the prediction map generated by its fusion layer. Both
the road edge and road centerline are correlated with the
surface segmentation; thus, a relatively small network is
adequate to solve the two subtasks.

2) Compared with the road surface segmentation issue,
there are fewer positive pixels to train the two networks.
Although we can apply reweight approaches in the loss
layer, overfitting still occurs with a deep network without
utilizing the pretrained model.

Therefore, we choose a simplified network, which makes
full use of the image and segmentation prediction. On the
one hand, the fine road surface segmentation is in favor of
road edge detection and road centerline extraction, which
can be treated as an ideal initialization with a few com-
plicated backgrounds. On the other hand, the accurate
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edges/centerlines can refine the segmentation boundary, espe-
cially the road edges.

B. Loss Formulation

All of our tasks (road surface segmentation, road edge
detection, and road centerline extraction) aim to distinguish
two classes (i.e., road and background, edge and nonedge,
and centerline and background), which fall into the category
of semantic segmentation problem. Therefore, we take the
CNNI1 as an example to show the loss module. In this case,
the other two networks—CNN2 and CNN3—are similar to
CNNI1. We define the training set as S = {(X,,,y,ﬁ),n =

I,..., N}, where the image sample X, = {X;" , ] =
1,...,|X,|} denotes the original input image and Y,, = {Yj("),
j=1,....Y.l}, Y;n) € {0, 1} refers to the corresponding

ground truth map of X,. For simplicity, we subsequently
omit the index n, since we consider each image holistically
and independently. For each pixel, the goal of the training
is to learn a model that minimizes the differences between
the final prediction and the ground truth. We denote all the
parameters of stages 1-5 as W. Each side output layer can be
treated as a pixelwise classifier with the corresponding weights
w={wD, .., w(M))}, where M is the number of side output
layers.

1) Balanced Cross-Entropy Loss: Given that over 90% of
the ground truth pixels are negative, the native cross-entropy
loss suffers training difficulties due to trapping in the local
optimal solution of most negative pixels correctly predicted
but not the positive ones. Hence, we need to weight the
loss differently which is termed class balancing [11], [12].
In our image-to-image training, with the prediction map
P = ({Pj,j = L,...,1X]},P; € {0,1} of image X,
the balanced cross-entropy loss of the fusion results is
formulated as

Lyr = tW, w)
=—p Z logPr(P; = 1|X, W, w)
jeV+
—(1=4) > logPr(P; =0[X, W, w) (1)

jey—

where we denote |Y|, |YV_|,|Y+]| as the total number of all
negative and positive (e.g., nonroad and road) pixels in an
image X, respectively. Index j is over the image spatial
dimensions of image X. f = |Y_|/|Y] and 1 — f = |V |/| V|
are the class loss weights for corresponding negative pixels and
positive ones, respectively. Pr(:) € [0, 1] refers to the proba-
bility of negative or positive for a pixel in the predicted map.

2) Construction Loss: Though the Lpr loss provides pretty
good fitting between the data distribution and the trained dis-
criminative distribution, there still exits overfitting problems,
especially in extremely imbalanced class distribution case,
as shown in Fig. 4. It is obvious that the soft predictions
of edges and centerlines are not single-pixel width with the
balanced cross-entropy loss, in which an NMS [12], [31]
postprocessing is applied to gain a smooth and single-pixel
width result. Therefore, we propose a construction loss
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w/o L.

Raw image w/ L.

Fig. 4. Illustration of the proposed construction loss. The input raw image
is predicted by two trained models: without £, and with L. There is a great
difference between them that the prediction of the latter model generates
approximately single-pixel width results.

to solve such issue during the training phase, which is
formulated as
1

Lo= ==
21X

P —Yl3 @)
where ||~||% refers to L2 norm, which is also known as least
squares. L. is basically minimizing the sum of square of the
differences between the predicted map and ground truth.

3) Weight Decay Loss: Weight decay [44] is a common
regularization method for optimization of mode parameters.
It suppresses all irrelevant components of the weight vector by
choosing the smallest vector that solves the learning task. If the
size is properly chosen, it can suppress some of the effects of
static noise on the prediction, which improves generalization
a lot. It is defined as

A
Ly = Enwn% 3)

where A is a hyperparameter governing how strongly large
weights are penalized and is set to a constant value 2e — 4.

4) Total Cost Function: We define the overall loss
function as

Liotal = aﬁbf +yLe+nLy “4)
where a, y, and 5 are weights for the three different loss.

C. Supervision

To learn meaningful features for proposed tasks,
we apply DSN [42] to supervise each side output layer.
Studies [12], [45], [46] have proved that notion of auxiliary
classifiers to improve the convergence of very deep networks.
The original motivation is to push useful gradients to the
lower layers to make them immediately useful. In addition,
it improves the convergence during training by combating
the vanishing gradient problem in very deep networks. Thus,
more meaningful features ranging from low levels to high
levels are learned by such supervision. Therefore, we apply
the similar method proposed by HED [12] in our networks,
in which the loss of the side outputs, Ly, is formulated as

M
Ly =Y OnlsiaeWV, w™), (5)
m=1
where the £gjge(+) is similar to the function £(-) of (1), and @y,
refers to the loss weight for the mth side output layer. In this
case, the /oss layer is connected to the deconv layer. Hence,
our final overall loss function is

L= Etotal + 5£hs
= aLlyr +0Lps +yLe+nLly. (6)
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Automatic

Segmentation

Automatic

Segmentation

Fig. 5. We fine-tune our trained model with user editing. For the challenging
heterogeneous regions, user can roughly mark with a single-pixel width brush
(red). Then, the marked image is as input of the fine-tuned model, which
generates better result.

We train this loss via standard back-propagation stochastic
gradient descent. The details on the four hyperparameters,
{a, o, 7, n}, are discussed in Section V.

D. User Interaction

In general, priori knowledge (e.g., continuities, connectivi-
ties, and geometric features) is hard to learn by deep CNNs,
which may lead to incomplete predictions in the complex
and challenging road regions, as shown in Fig. 5. Some
postprocessing could be proposed to solve these issues, but
it may increase memory/time cost. Therefore, we introduce
a simple and efficient user interaction approach which is
sufficient to tackle the problems.

In our implementation, the user can roughly mark these
challenging heterogeneous road regions (e.g., induced by
shadows and occlusions) with a single-pixel width brush. The
marked curve lines can be any shape, which are not required
to be straight lines but should be located on the road regions.
We use the marked images in place of the raw images in the
training set and retrain the model. With such auxiliary infor-
mation, our fine-tuned model can obtain a more desired result.

E. Bilinear Blending

In general, the size of a VHR image is far larger than that of
a common image, which makes holistic image training and test
impossible, considering the finite-memory and computational
capabilities of the GPU hardware. We use a simple cropping
method, in which a rectangle with fixed size slides on the VHR
image with a constant stride (keeping some overlap, 75% for
the training set and 50% for the testing set). Hence, the inputs
of the network are cropped image patches in both the training
and test phases.

During the test phase, such an approach may result in a fact
that the predictions of adjacent patches appear inconsistent
results, as shown in Fig. 6(a). Given that most such consec-
utiveness occurs in the particular places which are far from
the image patch center, we assume that the prediction of a
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@ Q)

Fig. 6. (a) Example of the inconsistent predictions in different image patches.
(b) Our bilinear blending result.

b
®

o

=
o

C
0.0 1.0

Fig. 7. Illustration of the proposed bilinear blending method. Red points
{a, b, c,d} are centers of four image patches, and the rectangle region is
overlapping area of these patches. The right four heat maps {A, B, C, D} are
blending weight maps for each corresponding patch.

o

pixel is more reliable when the pixel is located more closely
to the patch center. Therefore, a bilinear blending method is
proposed to solve this problem.

As shown in Fig. 7, the overlapped regions—coming
from adjacent patches—with centers {a, b, c, d} are assigned
weight masks {A, B, C, D}, respectively. If a point p locates
in a Hx W mask region with Dist(p,ad) = x and
Dist(p,ab) = y, we define the weights of the predictions
provided by the four patches at this point as

1
= o {(W = O (H = ), x(H = y), xy, (W = )51
(7

where Dist(-) refers to the distance between a point and a
line. An illustration of the bilinear blending result is presented
in Fig. 6(b).

Pyi

FE Training

We have trained both our network and compared methods
with stochastic gradient optimization utilizing a neural net-
work training interface tool, tensorpack,1 which is based on
the TensorFlow [47] distributed machine learning system using
a NVIDIA TITAN X GPU with batch size 1 for 200 epochs.
Our experiments used Adam [48] optimization with decay

chnsorpack: https://github.com/ppwwyyxx/tensorpack
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Fig. 8. Illustration of two image patches and their annotation maps. The first
row shows the raw image patches, which are under complex backgrounds
(e.g., shadows and occlusions). The second row presents their pixelwise
annotation maps, in which the road surfaces (blue), road edges (green),
and road centerlines (red) are manually labeled. The third row shows the
corresponding close-ups of the yellow rectangle regions in the second row.

of 0.9 and € = le — 3. We applied a learning rate of le — 3,
dropped after every 40 epochs (40: 5¢ — 4, 80: le — 4,
120: Se — 5, and 160: le — 5). Our proposed network is
efficiently trained without utilizing any pretrained models for
the following main two reasons.

1) Every task aims to distinguish only two classes
(i.e., road and background, edge and nonedge, and
centerline and background), which is easier than gen-
eral semantic segmentation issues (e.g., 21 classes for
PASCAL Visual Object Classes (VOC) [49], 40 cate-
gories for New York University (NYU) Depth v2 [50]).
In addition, there are great differences about the seman-
tic categories among the PASCAL VOC, NYU Depth
v2, and road network in the VHR images, which lead to
a result that initializing the proposed network with the
pretrained model makes few effects.

2) SeLU activation function, side output supervision and
elaborate loss function improve the convergence and
accuracy of the proposed network.

For a 512 x 512 image patch, it takes about 0.09 s (11 frames/s)
to simultaneously predict pixelwise road surfaces, road edges,
and road centerlines, which is efficient enough.

IV. BENCHMARK DATA SET

This section provides details on our benchmark data set,
which is used to train and evaluate the RoadNet. We collected
several typical urban areas of Ottawa, Canada, from Google
Earth.? The images with 0.21-m spatial resolution per pixel
cover 21 regions about 8 km?>. We manually annotated the
road surfaces, road edges, and road centerlines for each image,
as shown in Fig. 8. The road width ranges from 10 to 80 pixels,
and there are lots of shadows and occlusions which are caused

2Googlc Earth: https://earth.google.com/web
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Fig. 9.
Ottawa, Canada. Red: train. Cyan: validation. Orange: test.

Overview of the proposed benchmark data set in the urban areas of

by cars and avenue trees along the road. Compared with the
other data sets [16], [17], [32], [51], our data set is more
comprehensive and challenging. Fig. 9 shows an overview
of the proposed data set which is split into three subsets: a
training set of 14 regions, a validation of one region, and a
test set of six regions.

To build such a benchmark data set, we first manually
annotated the road edges in Adobe Photoshop.? Then, the edge
annotation could be converted to road surface segmentation
map by region filling. Then, we applied a thinning method [52]
to obtain the road centerline from the segmentation map.
At last, the centerlines are manually refined to ensure the
accuracy.

Extra manual annotation in the challenging regions with
shadows and occlusions is provided for each image. Such
annotation is obtained by roughly marking with a single-width
brush, as shown in Fig. 5.

V. EXPERIMENTS

In this section, details on the evaluation metrics and evalu-
ation results in both qualitative and quantitative comparisons
are presented.

A. Metrics

Considering the differences in road surface segmentation
and road edge/centerline, we elaborately choose two specific
evaluation systems.

1) Road Area Segmentation: To evaluate this paper,
we introduce three metrics of common semantic segmentation
evaluations [8], [11]. Let n;; be the number of pixels of the
class i predicted to be the class j, where there are n|s different
classes, and #; = > jMij be the total number of pixels of the
class i (both true positives and false positives are included).
Then, we compute the following.

1) Global accuracy (G), which measures the percentage of

the pixels correctly predicted: >, nji/ >, ti.

2) Class average accuracy (C), which means the predictive

accuracy over all classes: (1/ncs) >, nii /.

3) Mean intersection over union (I/U) over all classes:

(1/neis) 2 mii /(ti + 32 nji — nii).

3 Adobe Photoshop: http://www.photoshop.com
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TABLE 1
COMPARISONS OF THE MENTIONED METHODS
Methods Layers Params Infer Time

M) (ms)

FCNSs [8] 18/42 | 133.8/202.4 174
SegNet [11] 26/66 30.3/39.7 263
UNet [54] 21/51 40.6/45.6 169
CasNet [32] 20/48 4.0/5.8 100

RoadNet (Ours) | 19/45 14.7/16.3 88

Note: “CNN1” part/overall convolutional layers (“Layers”) and the corre-
sponding parameters (“Params”) shown in Fig. 14-17 are provided. Here, the
Infer Time is overall inference time of the each model.

In addition, three common metrics in the road detection
field [23], [39] are computed as follows.

1) Precision (P) = (TP/TP + FP).

2) Recall (R) = (TP/TP + EN).

3) F-score (F) = 2PR/R + R).

Here, TP, FP, and FN denote the count of true positives,
the count of false positives, and the count of false negatives,
respectively.

2) Road Edge and Centerline: In previous studies, by com-
paring with the ground truth, those areas in the predicted
edge/centerline map, which are within a given buffer width
p to the ground truth, are considered as the matched areas.
That is, a predicted centerline point is considered to be a true
positive if it is within p-pixel distance from one reference
centerline point. However, the buffer width p are usually set
to different values. Hence, we propose to apply the evaluation
approach [53], which is widely used in edge/contour detection
problems. Edge/centerline detection accuracy is evaluated by
three standard quantities: 1) the best F-measure on the data
set for a fixed scale (ODS); 2) the aggregate F-measure on
the data set for the best scale in each image (OIS); and 3) the
average precision (AP) on the full recall range. Following the
experiments in [12] and [13], the maximum tolerance allowed
for correct matches of edge/centerline predictions to ground
truth is set to 0.011 during evaluation.

B. Evaluation

Our RoadNet is compared with the other state-of-the-art
methods, including FCN [8], SegNet [11], UNet [54], and
CasNet [32]. We adjust the above-mentioned methods to cope
with the multiple tasks. The adjusted models remain their
original architectures as the “CNN1” module in Fig. 2 and the
corresponding simplified architectures are set to “CNN2” and
“CNN3.” Architecture of each compared method is presented
in Figs. 10—13. The performances, including the inference time
(Infer Time) of each image patch, the best threshold (bT),
the size of model parameters (Params), and the proposed met-
rics (Metrics), are evaluated. Table I shows that our proposed
model is not only a lightweight model (compared with FCN8s,
SegNet, and UNet) but also an efficient and fast architecture
(compared with CasNet). Batch Normalization (BN) [55]
operation, which is treated as a regularizer, can slightly reduce
overfitting of the network and boost performances. Compared
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TABLE II
ROAD SURFACE SEGMENTATION PERFORMANCES OF DIFFERENT METHODS ON OUR RNBD TESTING DATA SET

Metrics

Methods bT G | C | 0 | P | R | e
FCN8s 0.56 | 98.1 | 96.0 | 91.9 | 91.7 | 93.2 | 92.5
FCNS8s 0.66 | 98.0 | 956 | 91.6 | 92.0 | 92.3 | 92.2
FCN8s, ;. | 0.69 | 98.2 | 96.2 | 92.5 | 92.7 | 93.4 | 93.1
SegNet 0.87 | 96.3 | 92.1 | 853 | 84.8 | 86.4 | 85.6
SegNet 0.66 | 97.0 | 93.0 | 87.7 | 88.5 | 87.7 | 88.1
SegNet, | 0.37 | 97.7 | 95.1 | 90.5 | 904 | 91.8 | 91.1
UNet 0.50 | 97.3 | 93.5 | 88.7 | 89.9 | 88.5 | 89.2
UNet 0.65 | 979 | 95.1 | 91.1 | 91.6 | 91.6 | 91.6
UNet, 4 0.72 | 983 | 96.2 | 92.7 | 92.8 | 93.6 | 93.2
CasNet 041 | 979 | 949 | 91.1 | 924 | 90.8 | 91.6
CasNet 0.54 | 98.2 | 95.8 | 92.1 | 92.6 | 92.7 | 92.7
CasNet, | 0.57 | 98.3 | 96.3 | 929 | 93.2 | 93.6 | 934
RoadNet; | 0.74 | 98.2 | 96.1 | 92.4 | 92.6 | 93.3 | 92.9
RoadNet; | 0.72 | 98.5 | 96.6 | 93.4 | 93.6 | 94.2 | 939

Note: “+” refers to train with our proposed loss function, and “++" is denoted as training with our proposed loss function aided by the extra manual
annotation. The best performances of both “+” and “4+" cases are highlighted by blue and red color, respectively.

image
stagel |

image, segment prediction
stage 1

Output depth

Conv + RelU

Max Pooling

Conv.

Deconv

16x16-8

7x7-1 Sum
1x1-1

=

Dropout (0.5)

Loss

b

Fig. 10. Details on the architectures of FCNS8s [8]. ReLU [58] and
Dropout [59] (with drop rate 0.5) are applied.

FCN8s with SegNet, though the former has larger parameters
than the latter, the inference time is the opposite owing
to without using the BN operation during the convolutional
operation. In our experiments, we find that the BN operation
provides no noticeable improvements. Given such observation,
we abandon applying BN but introduce SeLLU [43] in order to
reduce time consumption in our proposed model. In addition,
parameters of each the above-mentioned methods are focused
on the “CNN1” part. It is in accord with the assumption that
a relatively small network is adequate to solve the two tasks
(i.e., road edge detection and road centerline extraction) with
the learned feature map of road surface segmentation, in which
there are less complicated backgrounds than the raw image.

image, segment prediction
stage 1

Output depth

KxK-s

Conv+BN+ RelU.

Max Pooling

KxK-s

Conv

Upsampling

Loss

(b)

Fig. 11. Details on the architectures of SegNet [11].

The following qualitative and quantitative comparisons show
that such an assumption works well in different methods.

We comprehensively evaluated our method on two road
detection data sets: the proposed RoadNet benchmark data
set (RNBD) and CasNet data set (CNDS) [32].

1) RNBD: The majority of our experiments were performed
on the RNBD data set, which is described in Section IV.
The performances of road surface segmentation, road edge
detection, and road centerline extraction are presented as
follows:

a) Architecture: As shown in Table II, RoadNet, and
RoadNet, ; achieve the best performances of road surface
segmentation on all metrics in the “+” and “++ situations,
respectively. The performances verify that both the proposed
architecture and loss function are effective, which provide
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Fig. 12. Details on the architectures of UNet [54].
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Fig. 13. Details on the architectures of CasNet [32].
TABLE III

PERFORMANCES OF ROAD EDGE DETECTION ON OUR
RNBD TESTING DATA SET

Methods | bT | ODS | OIS | AP
FCN8s,. | 030 [ 928 [ 934 [0918
FCN8s., .. | 031 | 92.8 | 93.3 | 94.3
SegNet,, | 027 | 92.5 | 92.9 | 90.1
SegNetyy, .. | 027 | 925 | 92.6 | 92.8
UNet, 0.28 [ 92.0 | 92.5 [ 90.3
UNetyo, .. | 029 | 920 | 92.1 | 92.6
CasNet;, | 034 [ 922 [ 927 | 5238
CasNet,, . | 033|922 | 927 | 52.8
RoadNet,, | 032 ] 935 [ 94.0 [ 933
RoadNety ;.. | 0.33 | 93.3 | 93.8 | 947

noticeable improvements on most of the compared methods.
Comparisons shown in Tables IIT and IV are obtained from the
trained models of “++” situation. Prior to evaluation, we apply
a standard NMS method to the predicted road edge maps
and road centerline maps to obtain thinned results, which
is denoted as “+-+pms.” It shows that the NMS operation
provides no noticeable improvements on the ODS and OIS
scores but slight improvements on the AP scores. Specifically,
RoadNet, ; achieves the best performances of road edge
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TABLE IV

PERFORMANCES OF ROAD CENTERLINE DETECTION ON OUR
RNBD TESTING DATA SET

Methods | bT | ODS | OIS | AP
FCN8s,, [ 022 89.6 [ 911 [ 914
FCN8s,;,.. | 025 | 89.8 | 90.8 | 918
SegNety [ 022 | 90.8 | 91.1 [ 90.7
SegNet,(, .. | 021 | 90.8 | 904 | 91.6
UNet, 4 020 | 89.7 | 91.2 | 89.1
UNetyy,,. | 020 | 89.3 | 89.9 | 91.8
CasNet; | 0.25 | 90.3 [ 91.0 | 732
CasNet, . | 025|904 | 909 | 733
RoadNet, | 023 | 905 | 91.8 | 91.0
RoadNet, (.. | 0.25 | 89.8 | 90.8 | 91.8
TABLE V

COMPARISONS OF DIFFERENT BLENDING METHODS

Metrics
Method
TG T Cc W] P R]F
Average | 98.4 | 96.8 | 93.1 | 93.1 | 94.2 | 93.6
ERF | 984 | 97.0 | 93.3 | 93.5 | 94.2 | 93.9
Bilinear | 98.5 | 96.6 | 93.4 | 93.6 | 94.2 | 93.9
TABLE VI

COMPARISONS OF LOSS FUNCTION
Loss Metrics

G| c|mw]|[]P|R|F
Ly | 95.1]90.7 [ 815|780 849 | 813
L. | 967|922 | 865 | 872|864 | 86.8
Lopyc | 98.5 | 96.6 | 93.4 | 93.6 | 94.2 | 939

detection on all metrics and achieves the best performances
of OIS = 91.8 for road centerline extraction. Results on
several image patches of the RNBD test samples are presented
in Fig. 14. Two panoramas at a large scale are presented
in Fig. 15 in the evaluation are obtained from the road
surface segmentation results and ground truth maps. RoadNet
shows competitive performances on visual effects in these
experiments.

We verified the viewpoint that the road surface segmentation
results are gained from the road edges/centerlines in extra
experiments, in which a road surface segmentation network
was trained alone with the same architecture of “CNNI1”
in Fig. 3 and aided by the extra manual annotation. With
such training strategy, its best performances (I/U = 92.7 and
F = 93.2) are lower than the ones of RoadNety, (I/U =
93.4 and F = 93.9). Hence, our proposed model, which
correlating the multiple tasks during the training and test
phases, is in favor of achieving noticeable improvements on
the whole benchmark data set. It also points out a direction
that simultaneously learning multitask may enhance some
meaningful features to achieve improvements in both perfor-

mances and computation.
b) Hyperparameters: Given two important observations

that: 1) the low-level layers learn more local features with
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Fig. 14.

Results on several image patches of the test samples. We present (a) raw image patches with extra annotation (red rough lines) and ground truth,

(b) FCN8s [8], (c) SegNet [11], (d) UNet [54], (e) CasNet [32], and (f) proposed RoadNet methods. (b)—(e) Both (Left) corresponding methods trained via
their original loss function with the raw images and (Right) corresponding methods trained via our proposed loss function aided with the extra annotation.

(f) Results of RoadNety and RoadNety .

smaller receptive fields, while more abstract features are
learned from bigger receptive fields in the deep layers and
2) the low-level features provide more accurate segmentation
boundary but are more susceptible to noise, such as spots,
stains, and other objects similar to road regions, while higher
level features show more antinoise capabilities but provide
rougher segmentation boundary. Hence, the hyperparameters

in (5), {w1,wy, ..., ws}, are set to {0.5,0.75, 1.0,0.75, 0.5},
which is a trade off between segmentation accuracy and
antinoise capabilities. Experiments shown in Fig. 16(a) verify

these observations. The overall loss function in (6), £, con-
tains four hyperparameters, {a, d, y, n}, whose default setting
is {1.0, 1.0, 2.0, 1.0}. We explore the effects of y on the final
performances, as shown in Fig. 16(b) (Here, the side output
loss weights {w;}M, are set to {0.5,0.75,1.0,0.75,0.5}).
It shows that there are slight improvements with y = 2.0.

c) Bilinear Blending: We apply a quadratic weighting
function to compensate the boundary effects, in which the
prediction results tend to be susceptible. There are other two
typical methods to deal with the inconsistent issue: 1) similar
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Fig. 15. Visualization of our results on two larger image regions (4k x 4k pixels, 0.74 km?). Green: true positive. Blue: false positive. Red: false negative.

TABLE VII
ROAD SURFACE SEGMENTATION PERFORMANCES OF DIFFERENT METHODS ON THE CNDS TESTING DATA SET

Metrics
Method bT
enoe G| C|W|P|R]|F
CasNet 0.02 | 96.8 | 92.2 | 89.2 | 94.5 | 87.6 | 90.9
RoadNet; | 0.13 | 97.0 | 94.7 | 90.2 | 90.9 | 91.6 | 91.3

Note: The original training, validation and test set are not provided in the dataset [32]. Hence, we set the last 30 images to test set to evaluate the performances

and other images to train models.
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(a) (b)

933 T
{1.0,1.0,1.0,1.0, 1.0}

Fig. 16. Comparisons of different hyperparameters setting.

to our method, but directly averaging the overlapped regions,
termed average and 2) discarding the boundary regions and
only retaining the effective receptive field regions, termed
ERF. We use all the three methods to process the road sur-
face segmentation results of model RoadNet, , and Table V
shows that our proposed method achieves slight improvements
compared with the above-mentioned two methods.

d) Loss function: We apply the loss term in 1 and 2
and their combination to train models, respectively. The per-
formances on the road surface segmentation task are presented
in Table VI. It is obvious that our mixed overall loss function
achieves the significant improvement.

TABLE VIII

PERFORMANCES OF ROAD CENTERLINE DETECTION ON OUR
CNDS TESTING DATA SET

Methods | bT | ODS | OIS | AP

CasNet 0.05 | 96.6 | 96.9 | 94.7
RoadNet; | 0.31 | 97.2 | 97.7 | 98.4

e) Edge network versus edge detection: Considering that
the road edge detection can be conducted over the road surface
segmentation mask, we use the Canny [56] algorithm to detect
edges from the best road surface segmentation of model
RoadNet, ;. It achieves the performances (ODS = 86.0,
OIS = 78.4, and AP = 86.0) that are lower than performances
of our proposed edge network (ODS = 93.5, OIS = 94.0,
and AP = 93.3).

f) Centerline network versus thinning operator: Given
that the road centerline extraction can be obtained by thinning
the road surface segmentation mask. We use the Guo—Hall
thinning [52] operator to get road centerlines from the best
road surface segmentation model of RoadNet, ;. The perfor-
mances of our proposed centerline network (ODS = 90.5, OIS
= 91.8, and AP = 91.0) outperform the performances of the
thinning operator (ODS = 89.9, OIS = 88.3, and AP = 90.0).

2) CNDS: CNDS [32] is a new benchmark with
high-quality annotations for road detection and centerline
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Fig. 17.  Results on several image patches of the CNDS test samples.
We present (a) raw image patches and (b) ground truth, (c) CasNet [32],
and (d) our proposed method. In the maps from columns (b) to (d), road
surface segmentation (blue) and road centerline (red) are presented.

extraction. The CNDS release includes 224 aerial images with
a spatial resolution of 1.2-m per pixel. The data set is split into
a training set of 180 images, a validation set of 14 images,
and a test set of 30 ones. Considering the spatial resolution
of CNDS is lower than the RNBD, we adjust the architec-
ture in Fig. 2 by abandoning the last convolutional stage.
Tables VII and VIII show the performances of CasNet [32]
and our proposed method, in which our method is superior to
the CasNet. Results on several image patches of the CNDS
test samples are presented in Fig. 17.

VI. CONCLUSION

In this paper, a novel multitask cascaded end-to-end
CNN, RoadNet is applied to simultaneously perform the
tasks: road surface segmentation, road edge detection, and
road centerline extraction. RoadNet automatically learns

IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING, VOL. 57, NO. 4, APRIL 2019

multiscale and multilevel features and is holistically trained
in a specially designed cascaded network, which is applied to
cope with the roads in various scenes and scales. Especially,
we have been exploring the methods to deal with shadows and
occlusions issues. The above-mentioned tasks are correlated
during the training phase, in which the learned feature map
of road surface segmentation is applied to both the road
edges and road centerlines extraction. On the one hand,
the fine road surface segmentation can be in favor of road
edge detection and road centerline extraction, which can
be treated as an ideal initialization without complicated
backgrounds. On the other hand, the accurate edges and
centerlines can refine the segmentation boundary, especially
the road edges. Architecture and loss function of the proposed
network are elaborately designed. Hence, the well-trained
model can produce approximately single-pixel width road
edges/centerlines without applying any NMS postprocessing.
We develop a cropping and bilinear blending approach to
deal with the large VHR images, which are impossible to
holistically training or test with finite-GPU resources.

To evaluate the proposed method, we build a challenging
benchmark data set for such multiple tasks, which contains
images and their corresponding reference maps with 0.21-m
spatial resolution per pixel covering 21 typical urban areas
with complex background. To the best of our knowledge, it is
the first comprehensive benchmark for road detection task.
Experiments show that our proposed technologies are easy to
apply to the previous works, in which noticeable improvements
are obtained. The proposed user interaction operation solves
the shadows and occlusions along the road regions well. To the
best of our knowledge, this is the first work in such a field.

In the future, we plan to exploit the road detection task from
two aspects: 1) refining methods, e.g., guided filtering [57]
and CRFs [9], can be applied to achieve better performances;
2) designing a strategy to extract road topology information
from the predicted maps, e.g., solving the problems: predicted
boundary might not agree with the predicted segmentation
mask, many predicted centerlines are broken within segmen-
tation mask; and 3) exploring both the loss function and
evaluation metrics to measure the topology and geometric
similarity. Especially, it is worth to deal with several key issues
in real-world map automation applications, e.g., unclosed
boundary and wrong topologies.
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